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This document was developed by the Cybersecurity and Infrastructure Security Agency (CISA) 

working with the Resilient Power Working Group (RPWG) to provide resilient power best 

practices for critical facilities and sites (excluding electrical and natural gas utility companies). It 

is recommended that personnel, including contractors and vendors, involved in the following 

read or browse this document: 

¶ Chief engineers or power managers/engineers 

¶ Continuity planning, government, and business emergency preparedness  

¶ Operations and maintenance  

¶ Procurement and those involved in the acquisitions of power related systems or 

components 

¶ Security: Cybersecurity, physical security, and facilities 

¶ Telecommunications, electromagnetic (EM) security, and information technology (IT) 

when responsible for specifying the telecommunications solutions, installing 

telecommunications or IT equipment, or EM protection 

¶ Executives and managers with responsibilities for any of the above. 

 

It is suggested that individuals in these categories start by reading the Executive Summary. 

Subsequently, each user can quickly focus on just one topic at a time if desired taking 

advantage of the document being broken down into chapters, sections, and subsections. 

However, to effectively implement the solutions and processes outlined in this document, target 

audiences should ultimately read or browse what is indicated below in Table 1. 

 

Table 1. Target Audience Matrix 

Role 

Ch 1 

Introduction 

Ch 2 Best 

Practices 

Ch 3-4 

Cyber, 

Physical, and 

EM Security  

Ch 5-7 Core 

Components 

Ch 8-9 

Clean 

Energy 

Executives 
Browse, 

Read 1.4 

Browse, Read 

2.1, 2.2 Browse - 
Browse if 

considering 

Power 

Management/ 

Engineering 

Read Read Read Read 

Browse/ 

Read if 

considering 

Continuity 

Planning  
Read Read Read 3, 4.1 Browse/Read 

Browse/ 

Read if 

considering 

Procurement 
Browse, 

Read 1.4 

Read 2.1, 2.2, 2.3 

Browse 2.4, 2.5 

Read 3.1 

Supply 

Chain 

Security 

Browse 
Browse if 

considering 

Cybersecurity 
Browse, 

Read 1.4 
Browse 

Read 3, and 

4.4; Browse 

4.1-4.3 

- - 
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Role 

Ch 1 

Introduction 

Ch 2 Best 

Practices 

Ch 3-4 

Cyber, 

Physical, and 

EM Security  

Ch 5-7 Core 

Components 

Ch 8-9 

Clean 

Energy 

Physical 

Security 

Browse, 

Read 1.4 
Browse 2.3 Read 3, 4.4   

Telecom, IT, 

EM Security 

Browse, 

Read 1.4 

Browse 2.1, 2.2, 

Read 2.3 - 2.5 

Browse 3, 

Read 4 
  

 

To reduce costs and improve resiliency, implementation of these best practices and guidelines 

should be performed holistically. For instance, cybersecurity, physical security, EM security, and 

fuel considerations could impact the selection and location of the backup power generation 

solution so these best practices should be considered in unison. In this example, not only 

should Chapter 5 GENERATORS AND FUEL be read, but also the other chapters/sections 

indicated in Table 1 to ensure that an appropriate resilient power solution is identified, 

implemented, and maintained. 
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This Resilient Power Best Practices for Critical Facilities and Sites document was created after 

members of the federal interagency Continuity Communications Managers Group (CCMG) 

determined that most widespread, long-term communications outages were caused by loss of 

power and that there was no best practices document addressing this issue from an 

enterprise/agency perspective. Further, per the U.S. Energy Information Administration (EIA), the 

average number of hours of power interruptions due to major events has increased since the 

EIA began collecting electricity reliability data in 2013 from less than two hours in 2013 to more 

than six hours in 2021 (power outages excluding major events was consistent at about two 

hours).  
 

This document addresses the above power issues from a non-utility perspective and helps the 

reader improve their understanding of resilience, determine the criticality of their systems to 

remain operational, identify the risk factors and make educated business decisions on both 

small and large investments in resilient power solutions that will help ensure business 

continuity. 

 

The potential solutions discussed in this document consider 

dependability, cost, long-term capabilities, and applicable 

regulations. These best practices recognize that nothing is 100% 

reliable nor protectable under all conditions and that there are trade-

offs that often must be made between resiliency and budget with the 

best solution dependent upon the mission needs and risks. 

Nevertheless, the RPWG expects that many critical infrastructure 

facilities will attain significantly better resilience with a positive return on investment (including 

the Value of Lost Load) if they implement the best practices in this document (e.g., both use 

cases discussed in the Renewable Energy Hybrid System (REHS) Sample Use Cases section 

show a positive return on investment).  

 
To easily identify the resilient power best practices that stakeholders may want to use for 

planning, procurement, and implementation purposes, four resilience levels are defined. 

Similarly to the use of levels with other organizations (e.g., Cybersecurity Maturity Model 

Certification, Program Review for Information Security Assistance | CSRC (nist.gov)), the higher 

the level, the better the resilience in general. 

 

These levels, summarized below, are based upon the organizationõs risk management plan and 

FEMAõs òall hazardsó concepts, which in Glossary (fema.gov)1 is defined as ònatural, 

technological, or human-caused incidents that warrant action to protect life, property, 

environment, and public health or safety, and to minimize disruptions of school activities.ó Thus, 

local, utility, and facility risk factors may dictate a lower or higher resilience level for some 

threats/hazards than for others. Local conditions including the time required for power to be 

restored and for fuel to be delivered under the identified risk factors may lead to more or less 

time than suggested below for backup power to be maintained. 

¶ Level 1 Resilience ð Incorporates cost effective best practices to maintain power to 

critical operations. Typically, expendable supplies, such as fuel, should be maintained 

for three days under òall hazardsó that are germane to the risk management plan. 

¶ Level 2 Resilience ð Extends Level 1õs cost-effective practices to further improve power 

resiliency. Typically, expendable supplies, such as fuel, should be maintained for seven 

days under òall hazardsó that are germane to the risk management plan. 

For many sites, 

implementing these 

resiliency best 

practices is 

inexpensive and will 

increase resiliency. 

https://csrc.nist.gov/Projects/Program-Review-for-Information-Security-Assistance/Security-Maturity-Levels
https://training.fema.gov/programs/emischool/el361toolkit/glossary.htm
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¶ Level 3 Resilience ð Implements additional measures beyond Level 2 to further improve 

power resiliency. Typically, expendable supplies, such as fuel, should be maintained for 

around 30 days under òall hazardsó that are germane to the risk management plan.  

¶ Level 4 Resilience ð Power should be sustained with no unplanned downtime. Typically 

this is limited to the most critical military/federal/National Essential Functions. 
 

Although backup power timeframes provided in the above definitions are for fuel related best 

practices, the primary drivers of this timeframe are the threat environment, the vulnerabilities, 

and the organizational risk tolerance associated with the identified risks. For instance, some 

critical facilities are designed to operate for only a short period of time on backup power while 

critical operations are transferred.  
 

To help select and implement the best resilient power solution for your situation, this document 

provides an overview of the key traditional (e.g., generators) and newer (e.g., renewables, 

microreactors) backup power technologies, processes, regulations, and agencies that could 

affect the selection. Table 2 highlights best practices that can help the owner/operator 

implement and maintain the best resilient power solution for their critical infrastructure based 

upon the organizationõs Resilience Level and risk management plan. These are further 

explained in the main body of the document in Section 2.3, which should be consulted prior to 

implementing any of the below listed recommended best practices.  

Table 2. Recommended Best Practice Highlights 

Functional Area Design and Process Best Practice Highlights (each resilience level may vary 

based upon specific facility or site risks and specific mission needs) 

Process, 

Governance and 

Maintenance 

¶ Document a risk management plan that includes the resilient power threat 

environment, the vulnerabilities, and the organizational risk tolerance 

associated with the identified risks. 

¶ Determine resilience level needed, document requirements, and conduct gap 

analysis. 

¶ Join appropriate sector/geographically based information sharing organizations 

such as InfraGard, the National Council of ISACs and preparedness networks 

like your local Community Emergency Response Team (CERT). 

¶ Schedule regular audits to ensure that the Planning, Organization, Equipment, 

Training, and Exercises (POETE) in the O&M Plan supports the desired 

resilience level. 

¶ Include preparedness of employees and vital external businesses in the O&M 

Plan to ensure continuity of operations during extreme events. 

¶ Establish processes to òstress testó readiness through periodic plan reviews, 
operational tests, and table-top and òreal worldó exercises. 

Backup 

Generation 

Sources 

¶ Maintain at least two backup generation sources for Level 3 resilience and 

typically for Level 2 unless the primary and backup power sources are resilient 

enough to meet Level 2. 

¶ Level 4 resilience sites should utilize two independent utility/primary power 

sources plus two independent and geographically separated (within the site) 

back-up power sources. 

¶ Ensure the backup generation sources achieve longevity per the desired 

resilience level. 

¶ Perform and document regularly scheduled maintenance and load testing. 

¶ Consider fuel diversification to prevent fuel supply disruptions. 

https://www.infragard.org/
https://www.nationalisacs.org/
https://www.ready.gov/cert
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Functional Area Design and Process Best Practice Highlights (each resilience level may vary 

based upon specific facility or site risks and specific mission needs) 

Fuel 

¶ Store enough fuel onsite to meet the desired òall hazardsó resilience level. 

¶ Deploy a fuel maintenance process, including fuel rotation.  

¶ Document emergency delivery alternatives and regularly assess fuel delivery 

contracts to help ensure that third parties will be able to deliver during outages.  

Control Systems 

and Microgrids 

¶ Segment power loads and conserve resources so that critical loads are 

adequately powered. 

¶ Consider implementing an all-hazards secure microgrid in Level 3 sites or on 

large campuses. 

¶ Maintain a protected, redundant industrial control system (ICS) and electrical 

distribution system. 

Renewable 

Energy and 

Energy Storage  

¶ Consider implementing a renewable energy hybrid system (REHS), which 

combines renewables with an energy storage system (ESS) and a 24/7 backup 

generation system, to extend fuel supplies and improve power resilience while 

reducing annual electricity costs.  

¶ Deploy hardened uninterruptible power supply (UPS) systems to support 

sensitive critical systems. 

Tele-

communications 

¶ Ensure critical telecommunications are prioritized for emergency power and 

integrated into the Operations and Maintenance Plan. 

¶ Deploy telecommunications diversity (e.g., cellular, satellite, landline, high 

frequency [HF] radio) and follow the PACE model (Primary, Alternate, 

Contingency, and Emergency) if immediate communications are needed. 

Cybersecurity 

¶ Include supply chain security (e.g., third-party access to the control software) 

and a zero-trust security model in the cybersecurity plan. 

¶ Follow industry cybersecurity standards, e.g., North American Electric 

Corporation (NERC) CIP-009-6, NIST Cybersecurity Framework. 

Physical Security 

¶ Add specific threats, existing security, and site vulnerabilities into the physical 

security plan. 

¶ Red team the physical security plan by working with law enforcement and 

security contractors. 

Electromagnetic 

(EM) Security 

¶ Implement mitigations per the Risk Management Plan to help protect against 

the EM effects of lightning, high-altitude EM pulse (HEMP), EM Interference 

(EMI) and Intentional EMI (IEMI). 

 

 

Given the growing potential consequences of grid-related power outages, it is recommended 

that organizations needing to be Level 1-4 resilient power per their risk management plan 

quickly achieve at least a Level 1 or 2 resilience capability. Implementing the best practices for 

these resilience levels is relatively inexpensive and the initial investment might be recuperated 

after only one short-duration power outage. To get the most impact per dollar, a holistic 

approach is recommended since it will do little good if, for example, an organization has plenty 

of fuel but has not maintained the fuel properly or if its only generator fails.  

 

These Resilient Power Best Practices for Critical Facilities and Sites should be a part of 

comprehensive, risk-informed Business Continuity and Continuity of Operations (COOP) plans, 

developed per Federal Emergency Management Agency (FEMA) guidance2. These best 

practices can help improve the resiliency of power systems during all durations of power 

outages and can help the nation òwithstand and recover rapidly from deliberate attacks, 

https://www.fema.gov/emergency-managers/national-preparedness/continuity/toolkit
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accidents, natural disasters, as well as unconventional stresses, shocks and threats to our 

economy and democratic system.ó3  

 

These resilient power implementation best practices were developed working with the Resilient 

Power Working Group | CISA4 (RPWG) comprising of representatives from various federal, state, 

and local government departments and agencies, non-governmental organizations, and private 

industry. The effort was supported by the federal CCMG, which coordinates national 

security/emergency preparedness (NS/EP) communications planning and operations in support 

of federal continuity programs. 

 

The importance of preparedness, networking (developing personal relationships), and 

information sharing prior to a power outage cannot be understated. Together, we can reduce 

the consequences from short-term outages while preparing for long-term outages that could 

cause substantial economic and societal issues including loss of life. 

https://www.cisa.gov/resilient-power-working-group
https://www.cisa.gov/resilient-power-working-group
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1. INTRODUCTION 

Target Audience: 

¶ Power Management/Engineering, Continuity & Planning:  Read all 

¶ Executives, Procurement, Cybersecurity, Physical Security, Telecommunications and IT 

Installation:  Browse 1.1 ð 1.3, Read 1.4 

1.1. Purpose and Target Critical Infrastructure Sectors  

Purpose 

This document provides resilient power implementation best 

practices to federal, state, local, and industry critical infrastructure 

stakeholders to help ensure national continuity, which includes 

Business Continuity, and Continuity of Operations (COOP). Continuity 

is not strictly a governmental responsibility or limited to specific disciplines. National continuity, 

inclusive of federal and non-federal entities including all critical infrastructure owners and 

operators, encompasses an interdependency concept and culture that reaches across all 

communities, organizations, and individuals. All levels of leadership should consider continuity 

in operational planning.   

 

Given that continuity of operations/business/government is a critical part of ensuring a resilient 

nation, it is imperative that federal and non-federal entities strengthen the power supply 

resiliency of their infrastructures against all hazards that could cause loss of critical 

infrastructure operations. This document was created to help fulfill the responsibilities of the 

Cybersecurity and Infrastructure Security Agency (CISA) Director and the Secretary of Homeland 

Security to: 

¶ ôôRecommend measures necessary to protect the key resources and critical 

infrastructure of the United States in coordination with other Federal Government 

agencies, including Sector-Specific Agencies, and in cooperation with State, local, tribal, 

and territorial government agencies and authorities, the private sector, and other 

entities.ó [The Cybersecurity and Infrastructure Security Agency Act of 2018, SEC. 2202 

(e)(1)(F)] [December 2018] 

¶ òé provide strategic guidance, promote a national unity of effort, and coordinate the 

overall Federal effort to promote the security and resilience of the Nation's critical 

infrastructure.ó òCritical infrastructure must be secure and able to withstand and rapidly 

recover from all hazards.ó [Presidential Policy Directive (PPD) 21 - Critical Infrastructure 

Security and Resilience] [February 2013] 

¶ òDevelop a plan to mitigate the effects of EMPs on the vulnerable priority critical 

infrastructure systems, networks, and assets.ó [Executive Order 13865,  Coordinating 

National Resilience to Electromagnetic Pulses (EMP), Sec. 6 (d)(i)] [March 2019] 

¶ òPromote the ability of emergency response providers and relevant government officials 

to communicate in the event of natural disasters, acts of terrorism, and other man-

made disasters.ó [Emergency Support Function (ESF) #2 ð Communications Annex of 

the National Response Framework (NRF)] [June 2016] 

òBy failing to 

prepare, you are 

preparing to fail.ó 
-- Benjamin Franklin 
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¶  òé ensure é the necessary combination of hardness, redundancy, é to obtain, to the 

maximum extent practicable, the survivability of NS/EP {national security/emergency 

preparedness} communications éó [Executive Order 13618, Assignment of National 

Security and Emergency Preparedness Communications Functions, Sec. 5.2. (b)] [July 

2012]  

 

To continue to operate and serve the country, operators of critical infrastructure need to rely on 

their own resilient backup power systems if a grid outage or collapse occurs that affects their 

systems. Therefore, CISA recognizes that an essential part of each of the above policies and of 

the organizationõs risk management plan is to promote and facilitate the adoption of resilient 

power capabilities for critical infrastructures ð particularly those capabilities that are required to 

be resilient to all hazards. These best practices are also supported by the federal interagency 

Continuity Communications Managers Group (CCMG) to coordinate NS/EP communications 

planning and operations in support of the COG program.  

 

This document provides best practices with background material, analysis, and guidelines on 

resilient power from the dependability, cost, and regulatory perspectives. It recognizes that 

nothing is 100% reliable under all conditions and that there are trade-offs that must be made 

between resiliency and budget with the best solution dependent upon the mission needs. The 

Resilient Power Working Group (RPWG) expects that in many cases, critical infrastructure 

facilities will obtain a positive return on investment (includes Value of Lost Load) if they 

implement these best practices as discussed in Section 8.6 Renewable Energy Hybrid System 

(REHS) Sample Use Cases.  

 

The document also addresses critical infrastructure protections against multiple potential power 

outage risks including various possible durations of power outages. It encourages stakeholders 

to understand the required resilience level for their critical infrastructure and develop 

appropriate resilient power requirements. This information can then be used to proactively 

assess and reassess the resilience and dependability of the back-up and emergency power 

equipment and to implement the needed changes and updates to meet the requirements. This 

includes the dependability of their various supply chains in a prospective grid-down scenario, 

and the preparedness to endure a long-term outage. 

Critical Infrastructure Sectors 

The audience for this document is all governmental and civilian stakeholders of critical 

infrastructures excluding the electric utilities and natural gas pipeline systems. This includes the 

16 critical infrastructure sectors identified under òPresidential Policy Directive 21 (PPD-21): 

Critical Infrastructure Security and Resilience.ó PPD-21 advances a national policy to strengthen 

and maintain secure, functioning, and resilient critical infrastructure in the following sector risk 

management agencies (SRMAs) (see www.dhs.gov/cisa/critical-infrastructure-sectors for more 

information): 

 

1. Chemical (SRMA: DHS) 

2. Commercial Facilities (SRMA: DHS) 

3. Communications (SRMA: DHS) 

4. Critical Manufacturing (SRMA: DHS) 

5. Dams (SRMA: DHS) 

https://obamawhitehouse.archives.gov/the-press-office/2013/02/12/presidential-policy-directive-critical-infrastructure-security-and-resil
https://obamawhitehouse.archives.gov/the-press-office/2013/02/12/presidential-policy-directive-critical-infrastructure-security-and-resil
http://www.dhs.gov/cisa/critical-infrastructure-sectors
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6. Defense Industrial Base (SRMA: Department of Defense (DOD)) 

7. Emergency Services (SRMA: DHS) 

8. Energy (SRMA: Department of Energy (DOE)) (guidelines for this sector are generally not 

included in this document) 

9. Financial Services (SRMA: Department of Treasury) 

10. Food and Agriculture (SRMAs: Department of Agriculture and Department of Health and 

Human Services (HHS)) 

11. Government Facilities (SRMAs: DHS and General Services Administration (GSA)) 

12. Healthcare and Public Health (SRMA: HHS) 

13. Information Technology (IT) (SRMA: DHS) 

14. Nuclear Reactors, Materials, and Waste (SRMA: DHS) 

15. Transportation Systems (SRMAs: DHS and the Department of Transportation (DOT)) 

16. Water and Wastewater Systems (SRMA: Environmental Protection Agency (EPA)) 

 

Document guidance is applicable to requirements of Executive Order 13961ñGovernance and 

Integration of Federal Mission Resilience.  The document can also be used as best practices for 

entities not associated with critical infrastructure. The nationõs resilience will increase as more 

Americans embrace increased levels of personal preparedness and their employers, both in 

government and in the private sector, adopt methods of increased self-sufficiency, including all-

hazards resilient power. 

1.2. Scope  

This document recommends resilient emergency and backup 

power best practices for critical facilities and sites. The best 

practices cover resilient power in a holistic manner recognizing 

that systems, equipment, and operations typically can be 

operated only within specified environments (e.g., the 

temperature is not too high or too low for the equipment nor for 

the people working in the environment). Thus, for IT equipment or communications networks to 

function as intended, climate control systems, safety systems (e.g., fire detection and 

suppression), lighting, physical entry control, industrial control systems (ICSes), and support 

equipment also need power.  

 

These best practices can be applied to a small site such as a public safety or cellular 

communications tower or they can be implemented to improve resilience at a large campus. 

More specifically, this document covers the following to appropriately reduce the risk of power 

outages according to a pre-defined power resiliency òleveló (explained further below under 

Definition of Resilience Levels) from the time when a blackout commences until grid power is 

restored: 

¶ Process and maintenance to help ensure that a resilient power architecture is 

implemented effectively and efficiently and that the power-related equipment and 

supplies are maintained properly. Best practices covering Planning, Organization, 

Equipment, Training, and Exercises (POETE) are also discussed. 

òThere are no secrets to 

success. It is the result 

of preparation, hard 

work, and learning.ó  
-- Colin Powell  
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¶ Emergency or backup power generation systems, including traditional diesel and gas 

generators, renewable energy generation systems (òrenewablesó) (e.g., solar, wind, fuel 

cells, hydropower) and small modular reactor (SMR) units considering both cost and 

resiliency. 

¶ Power transfer systems and microgrids to help ensure resilient power and to optimize 

the use of power generation sources.  

¶ Energy storage both to ensure continuous regulated power prior to emergency power 

generation/distribution and to increase resiliency using renewables. 

¶ Cybersecurity, physical security, and electromagnetic (EM) security to protect the power 

supply system. Cybersecurity is particularly important if any critical equipment is 

connected to the Internet, an enterpriseõs Intranet, or Supervisory Control and Data 

Acquisition (SCADA) networks. Physical security, which can often become more 

important during a blackout, is critical to protect against attacks, natural hazards, and 

theft. EM security is essential since scenarios exist where EM effects from a single event 

can shut down large portions of the North American grid simultaneously for a long 

period of time.5 

 

The above procedures, equipment, and supplies are discussed mostly from a high-level 

perspective although the document does provide detailed technical guidance partially through 

references to other technical documents. Hyperlinks to these references and technical 

documents are provided where feasible to assist the reader. 

 

This documentõs scope does not provide resilient power best practices for the following entities 

or situations: 

¶ Electrical and natural gas utility companies, including the utilitiesõ power generation 

systems, transmission systems, and distribution systems except when it is considered a 

core part of the enterpriseõs emergency and backup power system. This exception might 

occur if the utility plant was co-located with the enterprise or if a facility planned to rely 

upon a utility company as a key part of its power resiliency. 

¶ General federal response efforts such as that provided in the Federal Emergency 

Management Agencyõs (FEMAõs) Power Outage Incident Annex: Managing the Cascading 

Impacts from a Long-Term Power Outage (POIA) (except for federal response 

backup/emergency power systems). That document òprovides guidance for federal level 

responders to provide response and recovery support to local, state, tribal, territorial, 

and insular area efforts while ensuring the protection of privacy, civil rights, and civil 

liberties.ó 

 

Note that this document uses the term òbackup poweró to cover emergency power and standby 

power unless stated otherwise. IEEE Standard 446-1195  defines an emergency power system 

as òan independent reserve source of electric energy that upon failure or outage of the normal 

source, automatically provides reliable electric power within a specified time to critical devices 

and equipment whose failure to operate satisfactorily would jeopardize the health and safety of 

personnel or result in damage to property.ó The above IEEE source defines a standby power 

system as òan independent reserve source of electric energy that, upon failure or outage of the 

normal source, provides electric power of acceptable quality so that the user's facilities may 

continue in satisfactory operation.ó   
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1.3. Problem Background  

While electrical power has become even more important to critical 

infrastructure operations, the legacy architecture often has aging 

equipment that make it difficult and costly to resiliently use all 

available modern energy sources. This is occurring while electricity is 

continuing to become more important to society and there is an 

increasing number of events that could cause damage to the electrical 

grid and precipitate a blackout. In fact, DOE estimates that as of 

2015, the cost of power outages in the U.S. was $44 billion (B), an 

increase from $26B in 2002 (or $35B in 2015 dollars). 70 percent of the costs are borne by 

the commercial sector and the industrial sector accounts for 27% of the costs.6 See Appendix A 

REGULATORY AND UTILITY POWER GENERATION ENVIRONMENT for high level background 

information regarding the grid. 

 

From a policy perspective, Section 316 of the FY 2021 National Defense Authorization Act 

(NDAA) states òthe Secretary of Defense shall issue standards establishing levels of availability 

relative to specific critical missions, with such standards providing a range of not less than 

99.9% availability per fiscal year and not more than 99.9999% availability per fiscal year, 

depending on the criticality of the mission.ó7 

 

While promising substantial increases in effectiveness and efficiency, new and emerging 

technologies have concurrently increased the potential for disruptions and even a catastrophic 

grid collapse. With these potential power disruptions and availability requirements in mind, 

several previously published documents have discussed the need for improved long-term power 

outage resiliency, including the following: 

¶ The Presidentõs National Infrastructure Advisory Council (NIAC) stated that the òU.S. 

infrastructure and services will fail as a systemó if there is a catastrophic power outage 

(per the December 2018 document Surviving a Catastrophic Power Outage). 

¶ The above NIAC 2018 document also suggests developing a flexible, adaptable 

emergency communications system that is self-powered and protected against any 

potential disaster òto support critical service restoration and connect infrastructure 

owners and operators, emergency responders, and government leaders.ó 

¶ The National Communications System (NCS) stated that a long-term outage where the 

fuel supply chain breaks down and backup generators stop functioning properly, òé 

would have catastrophic effects on the sectors themselves and would likely lead to 

cascading effects on other sectors, such as the financial sector, the transportation 

sector, and the health care sector. In addition, emergency services, Government 

operations, and other critical services would be either inoperable or severely limitedó8 

(per the February 2009 document Long-Term Outage Study). 

 

The power outages resulting from the incidents listed below demonstrate severe negative 

impacts to most critical infrastructures and life sustaining services, including communications, 

transportation, water and wastewater facilities, mass transit, and public health.9 It is important 

to note that electric power is crucially important for post-incident operation and restoration 

activities. Further, because of the interconnectivity of the grid as shown in Figure 1. a significant 

interruption in one area of the grid could impact other parts of that grid. 

 

òWe cannot solve 
our problems with 
the same thinking 
we used when we 
created them .ó 

- Albert Einstein  
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Figure 1. Three Regional Interconnection Grids 

Cold Weather  

Texas Blackout, 2021 ð Three severe winter storms and record-breaking cold weather caused 

many power outages statewide over a 17-day period with an estimated 246 deaths. Close to 

two-thirds of the deaths were from hypothermia and about 8% were from carbon monoxide 

poisoning.10 Diesel fuel was very difficult to procure, and many companies could not obtain it 

unless they had a contract from a fuel supplier who could bring in fuel from out of state once 

the roads were open. Further, many generators would not start due to temperature-related 

issues, a common one being generator start batteries failing in extreme cold.11 This created 

problems with critical infrastructure and caused some city water systems and data centers to 

not operate.12 13 
 

Halloween Norõeaster, 2011 ð Heavy snow in October 2011 brought down trees, resulting in 3.2 

million residents across 12 states losing power. The storm arrived just two months after 

Hurricane Irene caused extensive power outages and property damage in the Northeast, with 

the 2011 New England tornado outbreak also causing damage in Western Massachusetts. In 

Connecticut, the outage lasted more than 11 days.  

High Winds (non-hurricane) 

California Public Safety Power Shutoff Due to High Winds, 2019 ð Potential wildfires due to high 

winds and dry conditions caused Pacific Gas and Electric (PG&E) to shut off power to many 

counties in Northern California and several areas in Southern California from October 9 ð 

November 1 and on November 20, 2019. A total of over 3 million people lost power during the 

various public safety power shutoffs. 
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Hurricanes/Superstorms  

Hurricane Maria, 2017 ð A category 5 hurricane devastated 

Puerto Rico and the U.S. Virgin Islands. Full grid power 

restoration to every part of Puerto Rico took over a year 

(nearly all customers had power in the US Virgin Islands after 

four months). Not only did Hurricane Maria knock down 

power lines, but generators stopped working, fuel was stolen, 

and fuel deliveries were very limited until the seaports and 

roads were reopened. Incompatible nozzles and fuels also 

caused fuel delivery issues. This single event caused 

substantial outages to critical equipment and facilities and led to continued deaths after the 

storm due to electricity outages. All mainstream communications were lost. Cellular had 

multiple issues and òcable system and wireline phone service remained generally non-existent, 

owing mostly to the lack of power.ó14 It also consumed òan extraordinary share of available 

emergency generators and key support personnel for the entire United States.ó15 

 

Superstorm Sandy, 2012 ð In October 2012, 20 northeastern states 

plus the District of Columbia experienced significant power outages 

because of Superstorm Sandy. òAbout one-quarter of cell sites 

across ten states were out of commission, and a substantial portion 

of these outages resulted from the loss of power.ó16 Over 8.5 million 

customers lost electric power, and significant damage occurred to 

the energy infrastructure. It required two weeks to restore power to 

99% of customers.  

 

Hurricane Katrina, 2005ñ Hurricane Katrina left an 

estimated 2.7 million customers without power across 

Alabama, Florida, Louisiana, Mississippi, and Texas. òThe 

Federal Communications Commission (FCC) tallied three 

million customer lines, more than one thousand cell sites 

and 37 of 41 radio stations (two AM & two FM survived) lost 

in Louisiana, Mississippi and Alabama.ó17 Within two weeks, 

power was restored in Alabama, Florida, and Mississippi, yet 

full restoration in Louisiana took almost another month due to extensive flooding and hurricane 

damage that required reconstruction of energy and other supporting infrastructure.  

Overgrown Trees 

Great Northeast Blackout, 2003 ð Overgrown trees 

contacted electric transmission in Ohio, precipitating a blackout that left an estimated 50 

million people without power, some for two weeks. It included òtrapping 800,000 people in New 

Yorkõs subways, and stranding thousands more in office buildings, elevators, and trains.ó18 The 

U.S. and Canada jointly conducted a technical analysis that noted four primary groups of causes 

for this blackout in the òFinal Report on the August 14, 2003 Blackout in the United States and 

Canada.ó19 Causes included failing to maintain adequate tree growth near transmission rights-

of-way, lost situational awareness, lack of visual tools, and computer disruptions, exacerbated 

by unavailability of experienced operating personnel.  

During Hurricane Maria, the 

lack of power prevented 

communications from 

working causing it to take 

much longer to restore 

power because there were 

no communications. 

Figure 2. Flooding during 

Hurricane Katrina 

During Superstorm 

Sandy, many areas 

ran out of fuel and 

assets as far away as 

California were 

called upon to assist. 

https://www.nerc.com/pa/rrm/ea/Pages/Blackout-August-2003.aspx
https://www.nerc.com/pa/rrm/ea/Pages/Blackout-August-2003.aspx
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Solar Flare Geomagnetic Disturbance (GMD) 

Quebec GMD Power Outage, 1989 ðIn less than 2 minutes, the entire Quebec power grid lost 

power due to a coronal mass ejection from the sun. òDuring the 12-hour blackout that followed, 

millions of people suddenly found themselves in dark office buildings and underground 

pedestrian tunnels, and stalled elevatorsé Service to 96 electrical utilities in New England was 

also interrupted while other reserves of electrical power were brought online.ó20 

Terrorism/Manmade 

Metcalf Sniper Attack, 2013 ð Gunfire from semiautomatic weapons did extensive damage to 

17 transformers at the Metcalf transmission substation south of San Jose in April 2013. òThe 

bullet holes caused the transformers to leak thousands of gallons of oil, and ultimately 

overheat. Grid operators scrambled to reroute power from elsewhere to keep the system from 

collapse. The power stayed on, but just barely, because it happened during a time when 

demand for electricity was very low.ó21 The incident could have brought down power to Silicon 

Valley. Along these lines, there are just nine substations needed to be taken out in the U.S. to 

knock out the entire grid.22 

 

 

Despite the substantial losses in the above examples, these can be considered ògray sky 

events.ó Outside resources were brought in and, except in isolated cases and with Hurricanes 

Katrina and Maria, services were restored within a òsocially tolerableó timeframe that prevented 

significant loss of life and permanent population displacement.  

 

However, a state actor or a natural event, such as an extremely large geomagnetic disturbance 

(GMD), could cause substantially larger outages than any of the above events. For instance, it is 

estimated that a GMD the size of the 1859 Carrington Solar Storm Event could destroy many of 

the high-voltage transformers in the electrical grid in multiple regions of the country. The period 

to replace the large transformers could be substantial due to the limited spare inventory, long 

transformer procurement lead times (one year or more23), and the difficulty of moving 

transformers over land.24 Although outside resources could substantially help in this situation, 

this type of event could cause numerous and large disruptions to both electricity and fuel energy 

subsectors, as well as the infrastructures on which they depend. In turn, these disruptions could 

have a catastrophic impact on the population and on societal institutions. 

 

Regardless of the severity of the event, it will be important for the U.S. to keep critical 

equipment and sites powered so that government, public safety, and restoration services can 

continue to function, resources could be appropriately allocated, repaired, and replaced to 

serve the public (e.g., ensure that fuel is available for generators) and rebuilding can take place 

much more effectively.  
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1.4. Definition of Resilience Levels 

As part of each risk management plan, federal, state, and local critical infrastructure owners or 

operators should determine the importance of resilient power to 

their critical missions including: 

¶ The critical missions of the installation per the National 

Critical Functions Set25 including whether the operations 

can be handled elsewhere. 

¶ The power and communications requirements of those 

critical missions.  

¶ The duration that those power requirements are likely 

needed in the event of a disruption or emergency and 

whether it is acceptable if the power is interrupted. 

¶ The importance of the infrastructure to the organization and to society (if the societal 

impact is unclear, the owner/operator may want to reach out to FEMA or CISA for their 

assessment). 

 

After performing the above assessment and following the best practices in Section 2.1 Risk 

Management Plan, the critical infrastructure organization should determine its basic resilient 

power requirements. To help the organization implement these requirements, four levels of 

resilient power are introduced for the following reasons:  

¶ Easier Identification and Communication of Best Practices ð More easily identify the 

best practices needed for a particular facility/site and for that facility/site to better 

communicate its best practices to customers. For instance, a certain level could be 

specified in an acquisition (with exceptions noted) and then that level could easily be 

communicated to its customers. 

¶ Consistency ð Provides more consistency between the various sections of this 

document and helps ensure a well thought out implementation. For instance, 

maintaining 7 or even 30 days of fuel should be balanced with a generation system 

resilient enough to operate continuously and reliably for at least 7 or 30 days. 

¶ Cost Efficiency and Effectiveness ð Without multiple levels of resiliency being defined, 

many organizations may unnecessarily implement all the òbest practicesó including the 

Level 4 protections that are just intended for the most critical essential functions, 

typically associated with national security. 

 

When determining the requirements and the resilience 

levels, consider the concept of òall hazards.ó Per FEMAõs 

òFederal Continuity Directive 1ó issued 1/17/2017, òall 

hazardsó is òa classification encompassing all conditions, 

environmental or manmade, that have the potential to 

cause injury, illness, or death; damage to or loss of 

equipment, infrastructure services, or property; or alternatively causing functional degradation 

to social, economic, or environmental aspects. These include accidents, technological events, 

natural disasters, space weather, domestic and foreign-sponsored terrorist attacks, acts of war 

and chemical, biological (including pandemic), radiological, nuclear, or explosive (CBRNE) 

events.ó  

 

These resilience levels can help 

organizations implement their 

requirements and should not 

supersede them. 

Resilience: òAbility to 

withstand and recover 

rapidly from deliberate 

attacks, accidents, 

natural disasters é to 

our economy and 

democratic system.ó 
-- 2017 National Security 

Strategy 

https://www.cisa.gov/national-critical-functions-set
https://www.cisa.gov/national-critical-functions-set
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Your Risk Management Plan (see What is project risk management? - Institute of Project 

Management) may dictate a lower or higher resilience level for some threats/hazards than for 

others based upon FEMAõs òThreat and Hazard Identification and Risk Assessment (THIRA) and 

Stakeholder Preparedness Review (SPR) Guide.ó26 The costs to implement robust protections 

against some hazards might be too expensive given that the facility is already built. Or, if a 

certain threat occurred, critical operations might be halted regardless of whether power was 

available. Another example is that the likelihood of some threats/hazards may be very low in 

certain geographic locations. 

 

Taking the above officially identified all hazards (òall hazardsó) clarifications into account and 

using this manual to update the siteõs risk management plan, four resilience levels are defined 

to help with implementing the power requirements (not to replace them). See Section 2.1 to 

better understand which of the below resiliency levels is most applicable to your facility or site. 

¶ Level 1 Resilience ð Incorporates cost effective best practices to maintain power to 

critical operations. Typically, expendable supplies, such as fuel, should be maintained 

for three days under òall hazardsó that are germane to the risk management plan. 

¶ Level 2 Resilience ð Extends Level 1õs cost-effective practices to further improve power 

resiliency. Typically, expendable supplies, such as fuel, should be maintained for seven 

days under òall hazardsó that are germane to the risk management plan. 

¶ Level 3 Resilience ð Implements additional measures beyond Level 2 to further improve 

power resiliency. Typically, expendable supplies, such as fuel, should be maintained for 

around 30 days under òall hazardsó that are germane to the risk management plan.  

¶ Level 4 Resilience ð Power should be sustained with no unplanned downtime. Typically 

this is limited to the most critical military/federal/National Essential Functions where 

the importance of operating far outweighs concerns about cost. Due to the complexities 

with implementing Level 4 best practices and since Level 4 requirements can differ 

substantially, only partial best practices are provided in this document for Level 4 

Resilience. 

Backup Power Timeframe 

The primary drivers of the fuel related timeframe for your facility or site are the threat 

environment, the vulnerabilities, and the organizational risk tolerance associated with the 

identified risks. For instance, some critical facilities are designed to operate for only a short 

period of time using backup power while critical operations are transferred.  
 

The timeframe should enable the facility or site to maintain power until additional fuel or power 

can be delivered to meet your risk management plan and your requirements. Thus, for Level 1, 

it is recommended that most facilities and sites store three days of fuel or stored energy onsite. 

However, at some sites, this might just be a couple of days perhaps because the site reliably 

generates solar power, or it can obtain fuel from a nearby storage facility. At other sites, four 

days of fuel might be stored onsite because of the difficulty in delivering fuel to the site. 

 

See the Vulnerabilities, External Factors, and Stakeholder Needs subsection in Section 2.1 for a 

brief discussion of the operational, environmental, and external factors that can impact the 

above suggested timeframe. Also note that the timeframe is not applicable to Chapter 3 

CYBERSECURITY AND PHYSICAL SECURITY or to Chapter 4 ELECTROMAGNETIC (EM) SECURITY 

since those topics do not directly impact the fuel related timeframe. 

https://www.projectmanagement.ie/blog/project-risk-management/
https://www.projectmanagement.ie/blog/project-risk-management/
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Systemic Risks and System-wide Resources 

When determining the resiliency requirements and the resilience level, potential systemic, 

widespread impacts and system-wide resources need to be included in the risk assessment. For 

instance, sufficient geographical separation of a backup facility from the primary facility might 

provide sufficient resiliency for many of the identified risks.  

 

Another example of using system-wide resources is that a cellular carrierõs coverage could meet 

the definition of Level 3 even if most of its transceiver sites within an area only met Level 1 

resilience due to the overlapping nature of the coverage from the transceivers. However, since 

power is a common mode failure between sites, fault tree analysis would be needed since 

something like a cyberattack is a systemic risk and could take down all the sites at the same 

time.  
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2. BEST PRACTICES 

Target Audience: 

¶ Executives and Procurement: Browse, Read 2.2 

¶ Power Management/Engineering, Continuity & Planning: Read all 

¶ Cybersecurity, Telecommunications, and IT Installation: Read 2.3 

 

This chapter covers resilient power specific lifecycle best practices. It does not discuss general 

best practices such as writing a charter, developing a project management plan, etc. If the best 

practice is technology specific or technical, it is discussed in the applicable technical section. 

For instance, the best practices to maintain diesel fuel are listed in the Fuel and Generator 

Maintenance Procedures section. 

 

Given the many best practices that should be incorporated, this chapter is broken down into five 

sections: 

¶ Risk Management Plan (Section 2.1) ð Focuses on risk management that is specific to 

resilient power. 

¶ Resilient Power Requirements(Section 2.2) ð Covers Overall Sector Goals and 

Vulnerabilities, External Factors, and Stakeholder Needs. 

¶ General Design and Process Best Practices (Section 2.3) ð Provides guidelines for 

resilient architecture, design, and high-level installation considerations. 

¶ Operations and Maintenance (O&M) Plan (Section 2.4) ð Discusses the activities, 

resources, procedures, responsibilities, and time required to help ensure that the 

resilient power system will function properly during grid power outages and will continue 

to operate as planned during extended outages. 

¶ Telecommunications (Section 2.5) ð Covers the need for communications and identifies 

some wireline and wireless technologies that should be considered. This is essential to 

ensure that the necessary off-site equipment and supplies can be obtained during a 

combined grid power outage and general telecommunications outage. 

 

Buy-in for the risks, resiliency goals, and high-level requirements from the owner, operator, or 

management responsible for the site is critical throughout this process and to help drive the 

resiliency goals. 

2.1. Risk Management Plan 

The first recommended step to implement the needed resilience for 

your critical infrastructure facility or site is to develop a risk 

management plan. These best practices do not describe how to write 

a risk management plan since there is a substantial amount of 

material published about this including from the Project Management Institute and FEMA (e.g., 

see the FEMA Local Mitigation Planning Policy Guide). Instead, this section focuses on those 

risk management aspects that are more specific to critical infrastructure and resilient power. 

 

Unlike many enterprises that can just view their resilient power requirements independently of 

their overall sector, it is recommended that critical infrastructure owners and operators strongly 

òIt is never wrong to 

do the right thing.ó  
-- Mark Twain 

https://www.fema.gov/sites/default/files/documents/fema_local-mitigation-planning-policy-guide_042022.pdf
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consider the cascading effects of their specific facility or site being inoperable at the same time 

that other similar infrastructure is also adversely impacted by an event. Thus, the first 

subsection below is the Overall Sector Goals. This is then followed by the Vulnerabilities, 

External Factors, and Stakeholder Needs. These will then drive the development of the Resilient 

Power Requirements and the needed resilience level. 

Overall Sector Goals 

To create a risk management plan and to document resilient power requirements, the first step 

is to understand the sectorõs resilience goals. Some of the key resilient power goals that should 

be considered include: 

¶ Need for uninterrupted power.  

o Is power needed continuously 24/7? 

o Can power be lost for tens of milliseconds (ms), seconds, or minutes or hours? 

¶ Length of time that power is required. 

o Must power be maintained for days, weeks, or even months? 

¶ The cost, including the Value of Lost Load (VoLL), if power is lost. 

o Should preparations just cover known moderate and high-probability risks, or 

should they include known low probability risks or even black swan events? 

 

Defining the facility or site resilient power level per Section 1.4 Definition of Resilience Levels 

can be very helpful with the risk management process. If the infrastructure provides services 

listed as a National Critical Function27 by CISA, implementing at least Level 1 Resilience best 

practices should be strongly considered during the risk planning process. There may be some 

exceptions where the function is considered critical and may be unexpectedly shut down for a 

few days or even several days without significant harm. However, even those functionally 

specific enterprises should implement some of these best practices such as the Cybersecurity 

Best Practices. 

 

If the loss of a particular infrastructure will likely result in a significant or serious harm to life or 

economic well-being, then Level 2 or 3 Resiliency may be more appropriate for that 

infrastructure. For instance, water is a lifeline function for reasons explained in the June 2016 

NIAC Water Sector Resilience Final Report and Recommendations28 document. Therefore, the 

risk planning process should strongly consider requiring critical water plants that perform 

lifeline functions for an urban area or mission support for critical national functions to meet 

Level 2 or even Level 3 resilience. However, not all water system facilities need to be at Level 2 

or Level 3 since in some cases minimal service levels can still be maintained when a facility 

designated as Level 1 fails. Water utility operators need to analyze their system holistically and 

from a risk management perspective when determining the needed levels of resiliency within 

the system. For more information regarding water and wastewater resiliency, visit Increase 

Power Resilience at Your Water Utility | US EPA, Drinking Water and Wastewater Resilience | 

US EPA,or contact wsd-outreach@epa.gov. 

 

As part of creating the risk management plan, common mode failures, where there are 

widespread failures in large-scale networks or across a sector due to a common problem or risk, 

need to be considered. For example, if all cellular sites in an area only have three days of fuel 

onsite, then the entire area could be offline for multiple days after the onsite fuel is depleted so 

that the system would not meet its Level 2 or Level 3 goals. However, given the significant 

https://www.cisa.gov/national-critical-functions-set
https://www.cisa.gov/publication/niac-water-sector-resilience-final-report
https://www.epa.gov/communitywaterresilience/increase-power-resilience-your-water-utility
https://www.epa.gov/communitywaterresilience/increase-power-resilience-your-water-utility
https://www.epa.gov/waterresilience
https://www.epa.gov/waterresilience
mailto:wsd-outreach@epa.gov
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coverage overlap between cellular sites in many areas, perhaps just some of the sites need to 

meet Level 2 fuel requirements. Alternatively, it may be feasible to power cycle through the 

neighboring sites to extend fuel availability once it is known that the power outage may be 

extended. There may be spots that no longer have coverage and the overall capacity will 

decrease with fewer cellular sites, but this may be acceptable to meet the required availability 

goals. 

Vulnerabilities, External Factors, and Stakeholder Needs 

After the overall sector and enterprise goals are defined in the risk 

management plan, the site/ facility vulnerabilities, external factors, 

and the stakeholder needs should be discussed. A good starting 

point is to define the resilience level that the site should meet. 

The resilient power project manager can then use the resilience 

level definition together with the following to determine the high-level site power requirements.  

¶ Vulnerabilities ð Many vulnerabilities are dependent upon the location. For instance, if 

the site is located where flooding can occur such that the road leading to the site could 

be flooded for several days, then several days of fuel may need to be stored onsite. On 

the other hand, cyberattacks are typically not directly dependent upon the location. 

¶ External Factors ð There are a number of external factors that may have direct or 

cascading effects that could impact the requirements. These include how long your 

facility or site might be out of power (consult with the utility company), how long fuel 

might take to be delivered, whether the employees or contractors will be able to 

commute to the site or work remotely, if the siteõs water supply will be lost based upon 

the risk factors, etc. 

¶ Stakeholders Power Needs ð This is further discussed below. 

 

To capture the stakeholdersõ resilient power user needs, the following should be documented 

and prioritized (e.g., Tier 1 Mission-Critical, Tier 2 Priority) for each system/subsystem: 

¶ List the systems, subsystems, equipment, and devices that need more resilient power 

than what the utility company can offer. 

¶ Prioritize the power needs to include the most critical infrastructure components that 

must be kept operational and the components that could be òunpluggedó if necessary. 

o Include the minimum support systems required to keep the critical 

infrastructure operational (e.g., badging or access control systems, lights) and 

those that might be used only during an emergency. 

o Define the amount of time that each system or subsystem needs power. For 

instance, two or three elevators may be needed for the first couple of hours after 

a power outage, but then perhaps just one elevator is needed. 

¶ Understand the performance required such as whether 24/7 operations are needed or 

if the system can be down for a few minutes, or even for several hours. 

¶ Consider long-term outages such as weeks or even months perhaps from a black swan 

event and the benefit of having resilient power or even intermittent power throughout 

the outage. 

 

Key stakeholders 

should be identified 

for each requirements 

development process. 
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Prioritize the needs and actions to reduce risk via an engineering-based Failure Modes and 

Effects Analysis (FMEA) or similar risk reduction method. Sites that need to meet Resilience 

Levels 2-4 usually need to be more resilient than Level 1 sites both for a short period of time 

and for a longer period without outside equipment or supplies. Further, sites needing to meet 

Level 2-4 are likely to need more spare parts on hand and redundant equipment than Level 1 

sites, but this is dependent upon the specific requirements for the facility or site. 

2.2. Resilient Power Requirements 

After creating a risk management plan, the resilient power requirements should be defined. For 

small organizations with a moderately low risk (e.g., Level 1), the requirements capture may be 

less formal than with larger organizations with multiple sites or ones operating or owning Level 

2-4 infrastructure sites. Those with more complex requirements or needing more resilience will 

probably want to follow a more rigorous requirements process, such as that defined by the 

Project Management Institute or by ISO/IEC/IEEE 29148-2018.29  

¶ Estimate power usage for loads requiring backup power under various situations: 

o Determine the maximum load within the last year and the average load per day. 

The peak demand kW noted on many utility bills is a simple method to identify 

how seasonal power use changes. Note that if segmenting the loads, 

determining the maximum and average loads will just be a starting point to 

calculate the power usage per load tier. 

o If the loads requiring backup power are subdivided into multiple categories, 

such as Tier 1 Mission-Critical, Tier 2 Priority, and Tier 3 Non-Critical as defined 

in Section 6.2, the energy manager or chief engineer should estimate the power 

usage per tier based upon the stakeholder requirements. 

o Record the total power usage of the resources under question, preferably by 15-

minute or one-hour increments. 

o Include situations from short-term power outages from ms or hours to long-term 

outages lasting days or weeks, or even months for high resilience level sites. 

o Identify planned increases or changes in loads or loading patterns anticipated in 

the near and mid-term. 

o Use power meters in multi-facility sites to better understand the power demands 

of each facility, particularly for the critical equipment and areas that must 

continue to operate during a sustained event. 

o Take real world factors into account, such as the likelihood of employees not 

showing up at work during prolonged outages as well as extra employees 

arriving at the site during a blackout because other facilities shift work to your 

site. 

o Analyze whether energy efficiency can be improved. 

o Use the above to estimate the minimum generation power needed to back up 

the critical resources and the fuel that will be required. 

o Implement a tested operational plan (checklist) of what and how to òturn offó all 

non-critical loads by tier. 

¶ Baseline existing primary power and backup power system: 
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o Review the existing power system architecture and equipment installed. 

o Identify backup power system(s) and any helpful redundancies. 

o Determine which components are past or near their life expectancy and should 

be replaced. 

o List the components that should be reused to save money. 

o Calculate the reliability of the existing system and subsystems. 

o Where power system reliability is unknown, take steps, including testing of 

backup systems, to determine any system mean time between failures (MTBF) 

and vulnerabilities to threats of concern. 

¶ Survey power system environment: 

o Understand the existing regulatory environment as discussed under Appendix A 

REGULATORY AND UTILITY POWER GENERATION ENVIRONMENT. 

o Estimate how quickly and reliably spare equipment and additional supplies (e.g., 

fuel) might be delivered to the critical infrastructure site during events of 

concern. For higher resiliency level sites, this should include long-term outages. 

o Differentiate between internal requirements and external requirements that will 

be fulfilled by another company or agency. 

o Conduct a threat and risk analysis using an FMEA or equivalent analysis of the 

existing system. 

o Either assume that there is just one simple, unreliable connection to the power 

plant or determine the following:  

Á The connection reliability to the utility power plant or power plants 

including whether there are dual connections using different paths to 

both the grid and to the power plant. 

Á The electricity generation reliability including whether power is 

dependent upon just one supplier. 

Á Whether the facility is in an area where power is likely to be restored 

quickly on a priority basis. 

¶ Use the information gathered in Appendix A REGULATORY AND UTILITY POWER 

GENERATION ENVIRONMENT for the following: 

o Document the risks including the systemic risks that could impact multiple 

primary or backup sources and distribution lines.  

o Understand the economic benefits from implementing a Demand Response 

Program and the potential value in selling power back to a utility. 

 

An example of the power system environment that could impact requirements is that a remote 

site might have environmental conditions that make it difficult to ship fuel, supplies, or spare 

equipment versus an urban area that has many roads, warehouses, and stores and fewer 

transportation environmental impediments. On the other hand, urban areas can have their own 

risks and transportation might become difficult if civil order breaks down. Also, an urban site 

might need extra security protection. 
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After developing the requirements, a gap analysis and implementation plan should be 

developed. Available budget and value are a key part of the implementation plan. For instance, 

one solution might improve resiliency, reduce energy usage, and lower the cost per megawatt-

hour (MWh) albeit at a high capital cost. Another solution might involve partnering with a third 

party to reduce capital costs but include higher operating costs. 

2.3. General Design and Process Best Practices Summary 

Some important design and installation considerations for safe and reliable operation of onsite 

emergency and standby power are discussed below in Table 3. For each specific technology 

(e.g., diesel generators, solar), see the applicable section in this document for the specific 

details, rationale, and background behind these best practices.  

 

To reduce costs and improve resiliency, implementation of these best practices and guidelines 

should be performed holistically. For example, cybersecurity, physical security, EM security, and 

fuel considerations could impact the selection and location of the backup power generation 

solution so they should be considered in unison. System redundancy or site overlap could also 

meet many of the best practices. For instance, two redundant sites each with a single backup 

generator could meet Level 2 Resilience and perhaps Level 3 Resilience (with adequate fuel, 

cybersecurity, etc.) since if one generator stops functioning, the redundant site could take over 

operations. 

 

Table 3. Resilient Power Best Practices Summary 

Component or 

Function 

Recommended Design and Process Best Practices (each level should 

implement the previous levelõs best practices plus the additional listed best 

practices based upon your risk management plan) 

Process, 

Governance and 

Maintenance 

¶ Document a risk management plan that includes the resilient power threat 

environment, the vulnerabilities, and the organizational risk tolerance 

associated with the identified risks. 

¶ Determine resiliency needed, document requirements, and conduct gap 

analysis. 

¶ Join appropriate sector/geographically based information sharing 

organizations such as InfraGard, the National Council of Information 

Sharing and Analysis Centers (ISACs) and preparedness networks like your 

local Community Emergency Response Team (CERT).  

¶ Implement the O&M Plan including updating the required documentation, 

and performing regular maintenance, testing, repair, and upgrade 

activities. 

¶ Schedule regular audits to ensure that Planning, Organization, Equipment, 

Training, and Exercises (POETE) in the O&M Plan supports the desired 

resilience level. 

¶ Include preparedness of employees and vital external businesses in the 

O&M Plan to ensure COOP during extreme events. 

¶ Establish processes to òstress testó readiness through periodic plan 
reviews, operational tests, and table-top and òreal worldó exercises. 

https://www.infragard.org/
https://www.nationalisacs.org/
https://www.nationalisacs.org/
https://www.ready.gov/cert
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Component or 

Function 

Recommended Design and Process Best Practices (each level should 

implement the previous levelõs best practices plus the additional listed best 

practices based upon your risk management plan) 

Level 1 Generation 

System 

¶ Either deploy a backup power generation source or connect to two different 

utility generation sources via two independent transmission paths. 

¶ Maintain generator(s) per the òDiesel and Natural Gas/Propane Generator 

Maintenance (excludes fuel maintenance)ó subsection including testing 

the generator monthly under load as recommended under Table 16. Diesel 

and Natural Gas/Propane Generator Maintenance Activities. 

Level 2 Generation 

System 

¶ Deploy at least two independent generation sources or equivalent so that 

the site is not dependent upon a common single source of failure.  

¶ Consider deploying multiple networked smaller generation sources with 

load shedding rather than deploying two large generators each of which 

meets maximum load requirements. This can improve fuel efficiency and 

resiliency as well as reduce costs.  

¶ Other possibilities to effectively meet the two independent generation 

sources or equivalent include: 

o Implement two independent connections to two different utility 

generation sources in addition to having a single backup generation 

source.  

o Implement a Renewable Energy Hybrid System (REHS), which includes 

both a renewable and a 24/7 generation source as well as an energy 

storage system (ESS). 

o Use a single highly reliable power generation source that approximates or 

is more resilient than two well maintained diesel generators with onsite 

fuel (e.g., a fuel cell that has been tested to be very reliable). 

Level 3 Generation 

System 

¶ Maintain multiple 24/7 generation sources capable of being operated for 

the timeframe required with N+1 redundancy (having one more generator 

than needed). 

¶ It is recommended that the power generation solution be implemented in 

an all-hazards resilient island-mode capable microgrid. 

¶ There should be a means to bypass and isolate any component for repair 

or replacement without deenergizing critical power to the mission. 

¶ Consider using multiple types of energy sources, such as diesel and natural 

gas, which provides better resiliency than using a single type of energy 

source. 

¶ The above should be implemented even if there are two independent 

connections to two different electric utility generation sources. 

Level 4 Generation 

System 

¶ Sites should receive two independent utility/primary power sources and 

establish two independent and geographically separated (within the site) 

back-up power sources. 

¶ Install generators that can be operated continuously. 

¶ Mitigate potential common mode failures as much as feasible so that it is 

difficult for the same natural hazard or manmade attack to damage both 

systems.  

¶ A dispatchable nuclear microreactor (see Chapter 9 NUCLEAR SMALL 

MODULAR REACTORS (SMRs)) with an ESS and a generator could provide 

excellent resilient power against long-term power outages. 
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Component or 

Function 

Recommended Design and Process Best Practices (each level should 

implement the previous levelõs best practices plus the additional listed best 

practices based upon your risk management plan) 

Fuel 

¶ Sufficient fuel should be guaranteed for òall hazardsó, typically by storing 

the fuel onsite for the following minimum amount of time although this is 

dependent upon the requirements: 

o Level 1: Circa three days  

o Level 2: Circa seven days 

o Level 3: Circa 30 days 

o Level 4: Generally, more than 30 days. 

¶ Work with the utility company to reduce the maximum power outage time 

period and work with the fuel supply company to reduce the worst-case fuel 

delivery time period for the risks identified. 

¶ Coordinate with government officials who will prioritize resources 

distribution. 

¶ Natural gas can be used as a best practice in all the following cases: 

o As a primary generation source if combined with onsite propane or 

natural gas storage.  

o For Level 1 and Level 2 Resilience, when the natural gas delivery system 

implements the protections/mitigations discussed in Table 14. Diesel 

and Natural Gas/Propane Best Practices. 

o For Level 1 Resilience, implemented as part of a REHS. 

o As one of the generation sources in an N+1 deployment.  

¶ Renewables and better energy efficiency can significantly reduce fuel 

consumption and improve resiliency. 

¶ Diesel fuel must be adequately maintained, including being rotated, to 

prevent the fuel from damaging the generator as discussed in Section 5.3 

Diesel Fuel Maintenance. 

Load Segmentation 

and Microgrids 

¶ Properly size the generator(s) to the load as discussed under Resilient 

Power Requirements in Section 2.2. 

¶ Level 3 (and Level 2 consideration): Segment the most critical loads so that 

they receive prioritized power as discussed under Section 2.2 and in 

Chapter 6 POWER TRANSFER SYSTEMS AND MICROGRIDS.  

¶ Level 3: New installations should network smaller generators together to 

meet the maximum load demand so that there is N+1 redundancy: 

o Saves fuel and improves generator reliability during a power outage when 

significantly less than the maximum load is required. 

o Increases the chances of receiving properly sized generators during an 

emergency. 

o For example, if 950 kW peak power is needed but off-peak power is only 

200 kW, it is usually more resilient and less expensive to deploy three 

500 kW generators in an all-hazards resilient microgrid than two 1 MW 

generators. 

o Short-term power usage spikes where peak power is needed can be 

handled by the uninterruptible power supply (UPS) network or an energy 

storage system (ESS). 
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Component or 

Function 

Recommended Design and Process Best Practices (each level should 

implement the previous levelõs best practices plus the additional listed best 

practices based upon your risk management plan) 

Automatic Transfer 

Switch (ATS) and 

Control System 

¶ Use a hardened automatic transfer switch (ATS) as discussed in Section 

6.1 Power Transfer System to disconnect from the utility grid quickly and 

automatically. 

¶ Implement a manual method to bypass the ATS and control electronics and 

ensure that this process and the power shutdown and startup procedures 

are well documented (ideally with photos) and rehearsed. 

¶ Ensure the backup power system is fully disconnected from the grid before 

energizing. 

¶ Level 3: Use protected, redundant ATSs and control systems to switch 

generators online and to control generators running in parallel. 

Energy Storage and 

Uninterrupted Power 

¶ Implement a high-quality UPS system to support sensitive critical systems 

that need continuous power until emergency or standby power comes 

online (see Section 7.3 UPS Guidance). 

¶ Assess whether a less expensive ESS such as a battery ESS (BESS) can be 

used instead of a UPS. A BESS, which is often integrated with renewable 

systems, is typically significantly less expensive than a UPS and can supply 

continuous power to systems that can withstand tens or hundreds of ms 

without power. 

Renewable Power 

¶ Resilience should be included in any renewable energy cost-benefit 

analysis. 

¶ Renewable power should be combined with an ESS and a generator to 

create a renewable energy hybrid system (REHS) within a microgrid. 

¶ A REHS can substantially extend the fuel supply, save electricity costs (on 

an annual basis), and improve resiliency. 

¶ Solar is the most common renewable power generation source for 

enterprise systems but also consider other new technologies that have 

made fuel cells, wind, and others more competitive. 

Telecommunications 

¶ Ensure mission critical telecommunications are prioritized for emergency 

power and integrated into the Operations and Maintenance (O&M) Plan. 

¶ Deploy telecommunications diversity (e.g., cellular, satellite, landline, high 

frequency [HF] radio) with at least two independent services deployed for 

Level 1 Resilience increasing to at least four independent services used for 

Level 4 together with increased hardening and encryption. 

¶ Test the backup communications services per the Maintenance Plan. 

¶ Follow the PACE model (Primary, Alternate, Contingency, and Emergency) if 

immediate communications are needed. 

Cybersecurity 

¶ Follow industry cybersecurity standards, e.g., NERC CIP-009-6, NIST 

Cybersecurity Framework. 

¶ Include a supply chain security and a zero-trust security model in the 

cybersecurity plan. 

¶ The cybersecurity plan should include the network and user device 

requirements and the highest levels of management as discussed in 

Section 3.1 Cybersecurity. 
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Component or 

Function 

Recommended Design and Process Best Practices (each level should 

implement the previous levelõs best practices plus the additional listed best 

practices based upon your risk management plan) 

Physical Security 

¶ The physical security plan should include specific threats, existing security, 

and site vulnerabilities. 

¶ Employ a red team that attempts to find issues with the physical security 

plan from an attackerõs perspective by working with local law enforcement 

and security contractors/experts.  

¶ The siteõs physical security plan should discuss the risks covered in the 
Physical Security section while considering the siteõs resilience level as well 

as its existing security plan and processes. 

Electromagnetic 

(EM) Security 

¶ The recommended protections against EM security are generally more cost 

effective if designed into an installation or major upgrade. 

¶ Specific options include installation process changes, EMP-rated surge 

protection devices (SPDs), shielded cables, as well other changes (e.g., 

room or facility shielding) (see Chapter 4 ELECTROMAGNETIC (EM) 

SECURITY). 

¶ Sites should consider the potential for extensive geographical impact from 

HEMP or GMD events and the impact upon the grid, generators, controls, 

and electronics in preparing for these potential threats. 

¶ EM Security should be addressed by a combination of those responsible for 

HEMP/GMD and information technology (IT), plus facility 

engineering/management and maintenance personnel. 

2.4. Operations and Maintenance (O&M) Plan 

All critical infrastructure organizations should implement an O&M resilient power plan or 

equivalent. Often, much of what should be in a power related O&M plan is effectively 

implemented through the maintenance activities that must be completed by a third-party vendor 

as part of their contract, but this is not sufficient by itself. The O&M activities, resources, 

procedures, responsibilities, and time required should be understood to help ensure that the 

resilient power system will function properly for a minimum of the prescribed period of power 

resiliency during grid power outages. 

 

In addition to the above, some specific parts of the O&M plan should include the following: 

¶ High-Level Best Practices ð The best practices discussed under Table 3. Should be part 

of the O&M Plan. These best practices should extend to contracts with third parties 

responsible for maintaining the equipment or supplies. 

¶ Technology Specific Best Practices ð The best practices discussed under each 

applicable technology section later in this document should be covered. For example, 

generator maintenance activities might involve periodic running of the generator 

including load testing. This should include manufacturer maintenance 

recommendations unless there is a known issue with the recommendations. These may 

need to be added later if it is unknown which equipment will be procured at this time. 

¶ Parts, Tools, and Supplies ð Important power system spare parts, maintenance parts, 

tools and supplies should be kept on hand partially due to supply chain risks.  
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o Include the types and quantities of parts and equipment needed to troubleshoot 

and fix common issues, such as the problems associated with old/dirty spark 

plugs and filters, dirty carburetors, old fuel, surge protection devices (SPDs), etc.  

o Level 3 and Level 4 Resilience facilities should contain parts for less common 

but still very significant problems such as programmable logic controllers, 

master controllers, etc. 

o A list of hardness critical items (HCIs) should be maintained that includes parts, 

repair materials, and supplies that must be readily accessible and locally 

stocked. If feasible, HCIõs should have distinctive markings, tags, or labels to 

alert operators and maintenance personnel to the importance of the item to site 

operation in adverse environments. 

o The expected fuel usage during a power outage should be documented along 

with the onsite storage capacity and potential fuel suppliers (see Section 5.4 

Diesel and Natural Gas/Propane Fuel Deliveries). 

o Non-fuel supplies should also be given the appropriate attention per the 

resilience level desired. For instance, if the generator is water cooled, then water 

should be guaranteed for the period required and it shouldnõt be assumed that a 

local water utility will deliver the water.  

o Routinely check the inventory of important filters (oil, fuel, and air) and 

important lubricants and maintain enough inventory per Table 16. Diesel and 

Natural Gas/Propane Generator Maintenance Activities to handle a power 

outage per your siteõs defined resiliency level.  

o Consult with experienced engineers and equipment operators within and outside 

the organization to create the inventory list since those items may not be 

available in the wake of a disaster.  

¶ Load Prioritization ð Create a prioritization list or tiers of the loads in the event of 

shortages. 

o Prioritize power such that only the most critical equipment can continue to 

receive power if it appears that fuel may run out. 

o Electricity conservation should be built into the plan, such as increasing the 

temperature at which the air conditioning is turned on. 

o Periodically test the load prioritization processes.  

¶ Employee and External Business Preparedness ð Include preparedness of employees 

and vital external businesses. 

o Individual readiness should include family readiness if applicable. See How to 

Build a Kit for Emergencies | FEMA.gov30 and Plan Ahead for Disasters | 

Ready.gov for minimum recommended equipment and supplies that critical 

personnel should keep on hand so that they will be more likely to drive to work 

without needing to stay home to ensure their familyõs safety. 

o Consider how employees will drive to work (possibly due to family obligations) 

under all hazards. At some Level 4 or Level 3 sites, critical employees and 

families may need to be accommodated onsite or nearby.  

o The organization and the specific person responsible for each activity should be 

defined together with a designated trained backup. 

https://www.fema.gov/press-release/20210318/how-build-kit-emergencies
https://www.fema.gov/press-release/20210318/how-build-kit-emergencies
https://www.ready.gov/
https://www.ready.gov/
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o Additional planning is recommended for higher resilience level sites for 

systemic, unexpected, and even ònever happenedó events including roads being 

shutdown, a group meal making everyone on the team sick, a pandemic, staff 

including contractors not showing up to work, random accidents, etc. 

o For Level 2-4 Resiliency infrastructure, critical power operations should not 

depend upon any one or even any two people. 

¶ Training and Exercises ð To ensure proper implementation of the O&M plan, training 

and exercises should be performed.  

o Conduct initial new employee and annual refresher individual training on 

employee emergency response actions, facility emergency operations, and 

individual roles and responsibilities. Alternatively, this could be covered in a 

corporate training plan. 

o Conduct semi-annual (Level 3 and 4 Resiliency) or annual department, facility, 

or complex exercises that test individual training readiness, response, and 

emergency procedure effectiveness. These tests and exercises should validate 

the level of emergency electricity use and requirements since actual energy use 

may be much different than planned. 

o Consider integrating facility emergency field and tabletop exercises with external 

agencies such as local utilities, law enforcement, emergency response teams, 

local or state emergency planners, federal partners, National Guard, or local 

Department of Defense installations. Most of these agencies develop training 

and exercise plans three or more years in the future and seek additional entities 

and events to test their own response capabilities. 

o Establish an exercise planning team to assist in setting training goals, 

collaborative exercise development with external elements, and turning 

feedback from training programs and exercises into plans and procedural 

changes that improve the O&M Resilient Power Plan. 

o Include cybersecurity, physical security, and EM security in exercises. 

o People can often be trained locally through either the manufacturer, a college, 

or the insurance company. 

o Note: FEMA defines an exercise as òan instrument to train for, assess, practice, 

and improve performance in prevention, protection, response, and recovery 

capabilities in a risk-free environment.ó 

o Do not overlook human factors and employeesõ family needs in training 

exercises. Use exercises to identify these needs before the real disaster strikes. 

¶ Electric Utility Communications ð Outline the communications process with the electric 

utility company, including being on their outage notification list if they maintain one. This 

will help operators better implement response procedures in the event of a predicted or 

actual grid failure or outage. For instance, with an expected extended grid failure, the 

operator may want to shutdown less critical operations to save fuel. Also consider that 

your utility may prioritize your infrastructure for power restoration based on the 

relationships established ahead of the disaster and the importance that your 

organization has shown to COOP. 

¶ Audits ð Ensure the O&M Plan is being followed properly by implementing quality 

standards such as ISO 9000. This should include delineating the regular audits needed 
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to ensure that the O&M Planõs Planning, Organization, Equipment, Training, and 

Exercises (POETE) supports the desired resilience level. 

 

The O&M Plan might reference another document in some cases, such as the contract with a 

vendor, instead of directly listing the required activities. This is particularly true for a Level 1 

Resilience organization, which may have a less formal O&M Plan than specified above but 

should still have one. 

 

The O&M Plan should also cover any requirements from federal, state, and local laws, 

regulations, and ordinances on the planning, organization, equipment, training, and exercises 

(POETE) elements. Occupational Safety and Health Administration Publication 3122 provides 

guidance on emergency response requirements and 29 CFR 1910.38 provides guidance on 

Emergency Action Plans. National Incident Management System (NIMS), National Preparedness 

Guidelines, and the National Planning Frameworks provide guidance on prevention, protection, 

mitigation, response, and recovery capabilities as well as the capability development process. 

2.5. Telecommunications 

During power outages, telecommunications from some providers may be accidentally or 

intentionally disrupted during or shortly after the event causing the outage. As the 

telecommunications sector and electric distribution industry become more interdependent due 

to shared use of infrastructure such as utility poles, telecommunications services may face an 

increased prevalence of service losses contemporaneously with power outages. Therefore, it is 

recommended that telecommunications providers follow industry-accepted best practices, 

including both those suggested by the FCCõs Communications Security, Reliability, and 

Interoperability Council (CSRIC)31  and the resilient power best practices in this document.  
 

Further, during prolonged power outages, telecommunications systems that did not store 

sufficient fuel on site may not continue to operate because of fuel delivery disruptions. Given 

these potential problems, the O&M Plan should address telecommunications sustainment 

where applicable including in the Training and Exercises section and in the Parts, Tools and 

Supplies O&M section. This should include periodic exercises to communicate with partners, 

employees, and contractors when the primary method of telecommunications has failed or has 

been compromised. 

 

In addition to telecommunications being integrated throughout the O&M Plan, the document 

should also have an annex that specifically addresses telecommunications and the actions that 

need to be taken to sustain communications throughout the objective design period for all-

hazard emergency power operations. This annex should be consistent with your organizationõs 

risk management plan and the supported operations and address the following: 

¶ The primary telecommunications equipment used daily. 

¶ Backup or only occasionally used telecommunications equipment and how often these 

need to be tested. 

¶ The design period of operation, which should meet or exceed the minimum continuity 

period for the emergency power operations supported. 

¶ Non-cellular mobile communications coverage map. 

¶ Relationships with vendors and outside service providers. 
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Given the criticality of communications for resilient power and for other purposes, it is 

recommended that organizations deploy multiple telecommunications capabilities as described 

below and referenced in Table 4. Generally, a power resiliency implementation that follows 

these best practices should not require guaranteed immediate communications between two 

specific parties, but when this is required per your risk management plan, the PACE model 

should be deployed. PACE stands for Primary, Alternate, Contingency, and Emergency with each 

of the four methods of communications being separate and independent from the other three 

methods. 

¶ Level 1 ð Two independent services with land mobile radio (LMR) having standalone 

capabilities if deployed. Cellular and wireline should include priority services if permitted 

by the service provider. 

¶ Level 2 ð Level 1 plus one additional independent service (three services total) with at 

least one voice service being encryption capable.  

¶ Level 3 ð Level 2 with at least one service being an all-hazards resilient service. The all-

hazards service should be hardened and follow the recommendations in this document 

and implement the network resiliency recommendations under òCommunications and 

Cyber Resiliency | CISAó, including those in the document òTen Keys to Obtaining a 

Resilient Local Access Network.ó The capabilities should also include handling sensitive 

but unclassified (SBU) data and voice (e.g., Law Enforcement Sensitive) and preferably 

classified data. The overall communications systems should have no known single point 

of failure. 

¶ Level 4 ð Level 3 plus one additional independent service (four services total) with at 

least one service being an all-hazards wireless backup service or an all-hazards private 

wide area network (generally using fiber in at least the core part of the network). The 

capabilities should include handling protected critical infrastructure information (PCII) or 

equivalent, such as classified data and classified voice. Hardened satellite 

communications or hardened high frequency (HF) radio should be available for backup 

communications including for use during/after  EMP events.  

 

The above telecommunications sites should also meet the hardening requirements specified in 

the ANSI APCO Public Safety Grade Site Hardening Requirements32 (June 2019) where feasible. 

For critical infrastructure stakeholders that self-provision 

backup telecommunications services, it is recommended that 

they follow the relevant CSRIC best practices, including those 

best practices that involve security-by-design, to ensure 

secure, reliable, and resilient communications in the absence 

of commercial power.33  
 
The common mode failure between telecommunications providers should be as minimal as 

possible and is the reason for the services to be independent and geographically separated 

from each other (e.g., diverse facilities that use different fiber cables and are not close to each 

other). This often requires using multiple service providers. A facility could also partner with a 

neighboring facility that uses an independent and geographically separated communications 

service particularly where there is a reliable, hardened connection between the two facilities. 

 

Service providers often 

share facilities so 

hardening one site can help 

many end users with a 

single investment. 

https://www.cisa.gov/publication/communications-resiliency
https://www.cisa.gov/publication/communications-resiliency
https://www.apcointl.org/standards/standards-to-download/
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Table 4. Potential Telecommunications Capabilities  

Category Telecommunications Capabilities 

Wireline 

Primary 
¶ Internet/Data ð An Internet-based connection can enable both data and Voice 

over Internet Protocol (VoIP) communications. 

¶ Analog Telecom Service ð Plain Old Telephone Service (POTS) is the traditional 

phone communications and can offer a third communications path if the Internet 

and cellular connections have failed. 

¶ Private ð A private network is typically used to either improve security or reduce 

costs. It generally consists of fiber but may be built or augmented using copper or 

wireless (e.g., microwave). It might be connected to the Internet through a 

gateway. 

Wireless 

Primary 
¶ Cellular ð This wide area network reaches most homes and businesses but may 

be dependent upon some of the same data connections as used for Internet 

access.  

¶ Land Mobile Radio (LMR) ð This primarily voice and low speed data local, 

metropolitan, or statewide network is used in many public safety related 

industries such as police, fire, emergency medical services, but also often with 

utility companies. 

Wireless 

Backup 
¶ Satellite ð These communications have been used mostly for limited voice usage 

in remote and maritime areas but is expected to be increasingly used for voice 

and data (typically need line-of-sight to the sky). For a hardened solution, 

Geosynchronous Earth Orbit (GEO) and Medium Earth Orbit (MEO) satellite 

services are typically preferred since Low Earth Orbit (LEO) satellite 

communication systems are more risk prone to high-altitude nuclear explosions 

(see Catalog of Earth Satellite Orbits (nasa.gov)34). 

¶ HF Radio ð Due to its operating band of 3 MHz ð 30 MHz, which is much lower 

than the frequencies used by modern wireless technologies such as cellular 

(starts at 698 MHz), HF can be used for long distance communications without 

relying upon other wired or wireless infrastructure although most types of HF can 

be disrupted for hours due to a HEMP or GMD event.  

 

If deploying HF, it is recommended that the organization join the SHAred RESources (SHARES) 

Program, administered by DHS CISA. More than 2,400 HF radio stations, representing over 400 

Federal, State, County, and Industry organizations located in all 50 states, the District of 

Columbia, and several locations overseas, are resource contributors to the SHARES HF Radio 

Program. SHARES promotes interoperability between HF radio systems and provides awareness 

of applicable regulatory, procedural, and technical issues. Further information on SHARES may 

be obtained at https://www.dhs.gov/shares or by contacting the SHARES Program Office at 

SHARES Customer Service Request. Coordinating with amateur radio emergency 

communications users (also known as òHAMó radio operators and radio clubs) can also be 

useful. Note: Solar Photovoltaic (PV) inverters or Light Emitting Diode (LED) lighting power 

supplies could emit significant broadband radio noise in the HF radio spectrum. Without 

occasional testing of the HF backup communications, this interference problem might not be 

noticed until the HF radio system is needed. 

 

If using a wireless phone or a landline phone, CISA provides priority telecommunications 

services (see Priority Telecommunications Services | CISA) to support national security and 

emergency preparedness communications for government officials, emergency responders, 

critical infrastructure personnel, and industry members. The Government Emergency 

Telecommunications Service (GETS), Wireless Priority Service (WPS), and Telecommunications 

Service Priority (TSP) programs help ensure key Federal, State, Local, Territorial, and Tribal 

https://earthobservatory.nasa.gov/features/OrbitsCatalog
https://www.dhs.gov/shares
https://forms.office.com/Pages/ResponsePage.aspx?id=bOfNPG2UEkq7evydCEI1SvHxYPthzFxNivg-sjRQFTRUNEg5T1pEWjRGTlEzN1pVV0lJTENBV0hBVCQlQCN0PWcu
https://www.cisa.gov/pts
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governments, and first responder and industry organizations have communications capabilities 

available to support emergency response incidents. The First Responder Network Authority 

(FirstNet) cellular service can provide public safety agencies with priority services and more 

secure communications (see https://www.firstnet.com/signup/eligibility for eligibility).  

 

GETS provides priority access on the landline networks:  

¶ Increases call completion during telephone network congestion. 

¶ Does not require special phone equipment. 

¶ No charge for test calls or enrollment. 

¶ Priority access, including calls to most cellular devices. 

 

WPS provides priority access on the wireless networks:  

¶ Increases call completion on cellular phones during network congestion. 

¶ Is an add-on feature to your cellular phone.  

¶ Can be used in conjunction with GETS to provide priority access over both wireless-to-

wireless calls and wireless-to-wireline calls. 

 

TSP provides priority installation and repair of critical communications circuits:  

¶ FCC mandated program prioritizes restoration and installation of circuits. 

¶ Vendors restore or install TSP circuits prior to servicing other non-TSP circuits. 

¶ Covers voice and data circuits that support emergency operations. 

 

 

https://www.firstnet.com/signup/eligibility
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3. CYBERSECURITY AND PHYSICAL SECURITY 

Target Audience: 

¶ Executives: Browse 

¶ Power Management/Engineering, Continuity & Planning: Read all 

¶ Cybersecurity: Read all 

¶ Physical Security: Read all 

¶ Procurement: Read Supply Chain Security 

 

It is critical to implement cybersecurity and physical security mitigations for all resilient power 

solutions, whether itõs using a backup diesel generator, a renewable energy hybrid system 

(REHS), or something else. Typically, the same security mitigations applied to other IT and 

industrial control systems (ICSes) should also apply to the power system. At all times, critical 

infrastructure is at risk, but when the grid is down or immediately prior to the grid maliciously 

being taken down, the risk of the backup power system being targeted increases for several 

reasons: 

¶ An attack that successfully takes down the backup power after grid power is lost will 

likely cause the critical equipment to stop functioning (after the local UPS storage is 

exhausted). 

¶ Ransomware demands with threats to shutdown backup power as well as terrorist and 

destructive hacker attacks may be more likely since the grid is not functioning properly, 

and the damage inflicted will likely increase. 

¶ Physical theft is much more likely during a power outage. For example, during Hurricane 

Maria, the VP of the Puerto Rico Telecommunications Alliance stated, òthe fuel trucks 

are being hijacked and scant fuel we have is being stolen from the emergency power 

plants.ó35 

 

Therefore, integrating cybersecurity and physical security defenses is an important step toward 

maintaining resilience for both critical infrastructure and its source(s) of power (although the 

timeframe best practices are not directly applicable to this chapter). For instance, CISAõs 

Cybersecurity and Physical Security Convergence Guide 36states òthe adoption and integration 

of Internet of Things (IoT) and Industrial Internet of Things (IIoT) devices have led to an 

increasingly interconnected mesh of cyber-physical systems (CPS), which expands the attack 

surface and blurs the once clear functions of cybersecurity and physical security.ó Further, 

CISAõs Convergence Guide states òwhen security leaders operate in these siloes, they lack a 

holistic view of security threats targeting their enterprise.ó 

3.1. Cybersecurity  

Below is a cybersecurity Problem Background 

description from a resilient power perspective followed 

by the Cybersecurity Best Practices, Supply Chain 

Security, and then Resources Including Assessment 

Tools.  

Cybersecurity: òThe process of 

protecting information by 

preventing, detecting, and 

responding to attacks.ó  

ð NIST Cybersecurity Framework 

https://www.cisa.gov/publication/cybersecurity-and-physical-security-convergence
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Problem Background 

According to the Wall Street Journal in August 2018, òthe threat to the U.S. electric grids is so 

serious that in June a group of presidential advisers said the country needs to prepare for a 

ôcatastrophic power outageõ possibly caused by a cyberattack.ó37 There are numerous examples 

of cyberattacks including a DHS report in July 2018 stating that hackers working for the Russian 

government were inside control rooms of U.S. electric utilities where they could have triggered 

blackouts. A pipeline provider was shut down for two days by a ransomware attack that halted 

operations while staff shut down, then restored systems.38 There have been almost 12 million 

control system cyber incidents with more than 1,500 deaths and more than $90 Billion in direct 

damage globally (per Joe Weiss, who served as the Task Force Lead for review of information 

security impacts on IEEE standards).39 

 

After a sophisticated attack on the U.S. electric grid, additional cyberattacks could be extended 

into microgrids or even enterprise power systems supporting critical infrastructure. Further, an 

attack could occur by disrupting the grid to an important site while a cyberattack keeps the 

backup power from operating. Once a cyberattack is successful and the adversary is inside the 

power control system, it may also be possible that attack can be extended to partner networks. 

Therefore, it is important to ensure that all critical infrastructure sites implement strong 

cybersecurity measures, particularly at sites requiring high resilience levels. 

 

The types of potential attacks are discussed in many documents, including the DHS Study on 

Mobile Device Security40 and the Emergency Communications Divisionõs (ECDõs) interactive 

graphic shown in the CISA Public Safety Communications and Cyber Resiliency Toolkit41 

including the DHS ECD OEC NG911 Cybersecurity Primer.42 However, most of the leading types 

of attacks that critical infrastructure stakeholders need to be concerned with are discussed 

below in Table 5. Leading Types of Cybersecurity Attacks. 

 

https://www.dhs.gov/sites/default/files/publications/DHS%20Study%20on%20Mobile%20Device%20Security%20-%20April%202017-FINAL.pdf
https://www.dhs.gov/sites/default/files/publications/DHS%20Study%20on%20Mobile%20Device%20Security%20-%20April%202017-FINAL.pdf
https://www.cisa.gov/publication/communications-resiliency
https://www.911.gov/pdf/OEC_NG911_Cybersecurity_Primer_May_2018.pdf
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Table 5. Leading Types of Cybersecurity Attacks 

User Devices Network Infrastructure and Connections 

¶ Data breaches: Data on device is 

accessed, manipulated, or stolen. 

¶ Malware: Malicious software is 

downloaded (e.g., viruses, worms, Trojan 

horses, spyware). 

¶ Ransomware: Malware that blocks the 

usage of a computer system or the data 

residing in it for the purpose of extorting a 

ransom. 

¶ Phishing: Generic social engineering is 

employed (e.g., emails) to solicit personal 

engineering. 

¶ Spear-phishing: Phishing targeted at a 

specific individual. 

¶ Insider Threats: Employees or other 

authorized personnel steal, corrupt, or 

destroy data, or operate equipment in an 

unauthorized manner. 

¶ Spoofing: Unauthorized device 

masquerades as an authorized device.  

¶ Denial-of-Service (DoS): Attackers overload network 

resources with requests for access, straining the 

networkõs operability and capacity. 

¶ Distributed Denial-of-Service (DdoS): A distributed 

DoS where the attack comes from many devices 

distributed over the network. 

¶ Man-in-the-middle: Wireless link between the user 

device and the tower is compromised allowing 

attackers to steal data or monitor conversations. 

¶ Signaling System 7 (SS7) / Diameter: A global 

standard signaling protocol network used by all major 

phone carriers that can be misused to intercept 

phone traffic. 

¶ Jamming: A third party uses a radio frequency (RF) 

transmitter to interfere with existing wireless signals 

preventing RF receivers from properly decoding the 

communications. This is also a form of 

Electromagnetic Interference (EMI). 

¶ RF Weapon (RFW): Use of a high-power transmitter 

that directs IEMI to damage or disable electronic 

equipment or systems (all electronics are vulnerable 

to powerful RF Weapons ð see Electromagnetic 

Interference (EMI)). 

 

Some of the specific cybersecurity threat areas with an enterpriseõs power system are the power 

system controller, battery management, solar power management, and remote powering of 

generators. However, a cyberattack against the user device or the network could also impact 

the power system. Infiltrating the network typically will cause the most damage, but a successful 

attack on a user device may enable access to the network or at least access to a substantial 

amount of data in the network. Although the network attacks are technical, most of the user 

device attacks are based upon weak user security. Sometimes, this is due to unscrupulous 

employees as occurs with an insider threats attack, but generally it is due to carelessness or 

lack of training. 

Cybersecurity Best Practices 

To mitigate risks against cyberattacks including the ones discussed under the Problem 

Background above, it is recommended that the power system be part of the critical 

infrastructureõs overall cybersecurity plan. Likewise, ICS cybersecurity should be part of the 

power system planning and requirements documents since for example, Supply Chain Security 

requirements could influence the power system procurement or O&M Plan.  

 

To improve cybersecurity risk management in critical infrastructure regardless of size, 

cybersecurity risk, or cybersecurity sophistication, it is recommended that organizations follow 

the National Institute of Standards and Technologyõs (NISTõs) Framework for Improving Critical 

Infrastructure Cybersecurity43 (NIST Cybersecurity Framework). It applies the principles and best 

practices of risk management to improve security and resilience. It focuses on both using 

business drivers to guide cybersecurity activities and considering cybersecurity risks as part of 

https://www.nist.gov/publications/framework-improving-critical-infrastructure-cybersecurity-version-11
https://www.nist.gov/publications/framework-improving-critical-infrastructure-cybersecurity-version-11
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the organizationõs risk management processes. The five NIST Cybersecurity Framework Core 

Functions are defined in Table 24 in Appendix B.  

 

It is recommended that all critical infrastructure organizations at least follow the NIST 

Cybersecurity Framework òTier 3: Repeatableó process, which includes having an approved risk 

management policy with regular updates of the organizational cybersecurity practices. The most 

resilient facilities and sites will also want to implement òTier 4: Adaptiveó and the applicable 

requirements from the NERC CIP security standards CIP-002, CIP-003, and CIP-007. The IEC 

62443 Standards are also a noteworthy set of standards that can be followed and are 

compatible with the NIST Cybersecurity Framework. The higher the resilience level, the better 

the cybersecurity controls should be to protect against the cyberattacks listed in Table 5. 

Leading Types of Cybersecurity Attacks and against cyberattacks that are not listed.  

 

In addition to implementing the above best practices, it is recommended that the cybersecurity 

mitigations shown in Table 6 be implemented based upon a cybersecurity risk and vulnerability 

analysis. If the backup power ICS network is separated from any outside connections (also 

known as òair gappedó), which is preferred from a cybersecurity perspective, some of the below 

mitigations are not needed. However, insider threats remain an issue and malicious software 

can still be introduced into the network whenever an external device is connected to the 

standalone network (e.g., universal serial bus (USB) drive, new software, maintenance 

computer).  

 

Table 6. Recommended Cybersecurity Mitigations (applicable to all resiliency levels) 

Mitigations Specifics and Rationale 

Implement Zero 

Trust Security Model 

¶ Zero trust assumes there is no implicit trust granted to assets or user 

accounts based solely on their physical or network location or based on 

asset ownership (enterprise or personally owned). 

¶ This is increasingly important with a mobile workforce, an increased use of 

wireless (e.g., 5G cellular), Internet of Things (IoT), and the high number of 

compromised passwords.  

¶ Consider further reducing or preventing lateral movement and privilege 

escalation during a compromise. 

¶ Per Brandon Wales, [Executive Director] of CISA stated in 2021, òzero 

trust architectures are going to be critical for helping [agencies].ó44. 
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Mitigations Specifics and Rationale 

Minimize Account 

Privileges (part of 

Zero Trust Security) 

¶ Reduce or eliminate account privileges when an employee leaves the 

organization, or an asset, port, or service is no longer needed. 

¶ Reduce both insider threats and the risk from hackers gaining access to 

insider accounts. 

¶ Remove network access permissions of non-compliant assets that do not 

meet the organizationõs security requirements. 

¶ Minimize and secure all network connections to the ICS (even calibration 

tools are vulnerable to cyberattacks if they can connect to a network). 

¶ Implement geofencing at least for the ICS network, typically including not 

allowing assets that are outside the country or at least within a non-

friendly country to have access to the network. 

¶ Do not allow remote persistent vendor or employee connection to the ICS 

network. 

¶ Require two-person authorization for the most critical network or security 

activity including downloading highly sensitive or proprietary data, actions 

that could take down a critical network, and deleting cybersecurity event 

logs. 

¶ The power systemõs cybersecurity risk is substantially reduced when in 

island mode. 

Identify Assets 
¶ Automatically identify assets at risk to cybersecurity attacks including 

compromised supply chains (backdoors, counterfeits etc.). 

Provide Manual 

Override 
¶ Install a manual override located within the physical security perimeter to 

startup the backup power systems. 

Monitor Network 

Traffic 
¶ Monitor the network traffic crossing the boundary of critical networks, 

including ICS networks.  

Log Cybersecurity 

Events 

¶ Log events in a centralized system with automatic monitoring and alerting. 

¶ Ensure log file integrity such as by using blockchain. 

Implement Strong 

Identity and Access 

Management 

¶ Ensure good password security controls, including enforcing strong 

passwords and blocking the use of leaked passwords available on the 

dark web. 

¶ Implement multi-factor authentication as a part of endpoint management. 

Train Employees 

and Conduct 

Exercises 

¶ Provide training to all employees (e.g., do not click on unknown, 

suspicious links) at least annually. 

¶ Conduct exercises and perform tests (fake phishing emails, etc.) to ensure 

that the training is adequate. 

¶ The training and exercises should cover preventing cyberattacks and 

responding properly. 

Deploy End-to-End 

Encryption 

¶ Use end-to-end encryption for all communications paths, particularly for 

sensitive data. 

Patch and Upgrade 

Software 

¶ Follow recommendations from vendors to patch and upgrade software. 

¶ Do not use end-of-life or unsupported software. 
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Mitigations Specifics and Rationale 

Deploy Artificial 

Intelligence (AI) 

¶ Use AI to detect, predict, and mitigate advanced attacks and zero-day 

exploits by identifying anomalous/suspect traffic, questionable sensor 

data, and connections (this goes beyond just checking for signature-based 

malware). 

¶ Consider disallowing or closing a connection if there is an exploit detected 

such as a suspicious device/user or a faulty sensor. 

Backup Data 

¶ Periodically backup and store data in a separate location with offline 

backups beyond the reach of malicious actors. 

¶ This creates insurance against data loss. 

Protect Against EM 

¶ Follow Chapter 4 ELECTROMAGNETIC (EM) SECURITY to reduce threats 

from RF Weapons as well as from lightning, HEMP, and GMD.  

¶ Do not use wireless sensors unless well protected from EM and 

cyberattacks. 

Create Incident 

Response and 

Continuity Plans 

¶ Implement and exercise a Cybersecurity Incident Response Plan and a 

Continuity Plan that includes the C-suite and the physical security team.  

¶ Report any cyber incidents deemed òsignificantó to CISA within 72 hours 

or within 24 hours of making a cyber ransom payment (per the Fiscal Year 

2022 appropriations bill).  

Develop Unified 

Security Policies 

¶ Converge the cybersecurity and physical security functions to create 

unified security policies. 

¶ The unified policies should include many of the above mitigations such as 

identifying assets, training personnel, conducting exercises, creating an 

incident response plan, and developing response and continuity plans. 

¶ Identify the interactions between the physical and cyber assets including 

the interdependencies to adequately plan for, protect against, and 

respond to threats/incidents. 

¶ The facilityõs ICS policies should be applied to the power system. 

Conduct 

Assessments 

¶ Internal assessments should occur annually at least starting with Level 2 

Resiliency (Level 2 extends Level 1õs cost-effective practices). 

¶ For Level 3 Resiliency, an external Red Team risk and vulnerability 

assessment should occasionally occur (at least every 2-3 years for Level 

4) in place of an internal assessment. 

 

The above guidance is based upon:  

¶ NIST Special Publication (SP)800-207 Zero Trust Architecture | NIST45 

¶ Zero Trust Maturity Model | CISA46 

¶ CISAõs Recommended Cybersecurity Practices for Industrial Control Systems47 

¶ CISAõs Recommended Practice: Improving Industrial Control System Cybersecurity with 

Defense-in-Depth Strategies48 

¶ Developing Cyber-Resilient Systems: A Systems Security Engineering Approach (NIST 

Special Publication 800-160, Volume 2)49 

¶ Framework for Improving Critical Infrastructure Cybersecurity (previously mentioned) 

¶ RPWG inputs and widely recognized cybersecurity best practices. 

 

https://www.nist.gov/publications/zero-trust-architecture#:~:text=Zero%20trust%20%28ZT%29%20is%20the%20term%20for%20an,to%20plan%20industrial%20and%20enterprise%20infrastructure%20and%20workflows.
https://www.cisa.gov/publication/zero-trust-maturity-model
https://csrc.nist.gov/publications/detail/sp/800-160/vol-2-rev-1/final
https://csrc.nist.gov/publications/detail/sp/800-160/vol-2-rev-1/final
https://www.nist.gov/publications/framework-improving-critical-infrastructure-cybersecurity-version-11
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It is recommended that critical infrastructure organizations become a member and participate 

in the appropriate sector- and geographically based Information Sharing and Analysis 

Organization. Also consider networking with local National Guard cybersecurity personnel and 

utilizing the CISA Protective Security Advisor (PSA) Program, which can help conduct voluntary, 

non-regulatory security surveys and assessments on critical infrastructure assets and facilities 

within their respective regions (see Protective Security Advisor Program (cisa.gov)). Security 

plans should also incorporate potential threats due to quantum computing such as migrating to 

post-quantum cryptographic algorithms, which should be approved by NIST by the end of 

2022.50 

Supply Chain Security 

It is highly recommended that organizations implement the above cybersecurity 

recommendations as the first part of reducing supply chain risks, 

including implementing Table 6. Recommended Cybersecurity 

Mitigations. Mitigations such as zero-trust security can help ensure 

that your vendorõs cybersecurity vulnerabilities do not become your 

organizationõs vulnerabilities. Access should not be provided to your 

computer systems/network and data to any organization without 

verifying that your vendorõs cybersecurity will be sufficient to protect 

your data and systems. 

 

It is also suggested that your organization follow NISTIR 8276 Key 

Practices in Cyber Supply Chain Risk Management: Observations 

from Industry (February 2021) and Defending Against Software Supply Chain 

Attacks.51 Cybersecurity professionals should review all procurements impacting cybersecurity, 

establish a cyber supply chain risk management program and include the supply chain 

software-related security issues and recommendations in the organizationõs cybersecurity plan. 

This includes creating a software bill-of-materials and performing a cybersecurity assessment of 

the supply chain, particularly for Level 2-4 resiliency sites. Passive equipment that cannot be 

programmed are of minimal concern from a cybersecurity perspective and do not need to meet 

most of the supply chain cybersecurity best practices.  

 

For Level 2-4, best practices dictate that control equipment, telecommunications equipment, 

and any other programmable equipment that is critical typically should not be purchased from 

companies with close ties to adversaries as defined by the federal government or by the siteõs 

security organization. These adversaries often include China, Russia, Cuba, Iran, North Korea, 

and Venezuela.52 Challenges arise if the device is labeled by a different vendor or integrator. To 

identify the manufacturer of a Network Interface Controller, see the Joint Staff White Paper on 

Supply Chain Vendor Identification ð Noninvasive Network Interface Controller53 written by 

Federal Energy Regulatory Commission (FERC) and NERC. 

 

Level 2 resilience organizations may make an exception to the above power-related supply 

chain best practices if their power control system is standalone and is neither connected to the 

Internet nor to the enterpriseõs network. Nevertheless, this best practice is still applicable to 

their telecommunications equipment. Level 3 and 4 Resiliency organizations should generally 

follow the above best practices even if not connected to the Internet since latent defects could 

be inserted into the equipment and malware could trigger malicious code within the product.  

 

For federal agencies and DoD contractors and vendors, it is recommended that the below are 

followed: 

A supply chain 

attack can 

concurrently impact 

numerous critical 

infrastructure sites 

potentially 

eliminating service 

overlaps and 

redundancies. 

https://www.nationalisacs.org/
https://www.nationalisacs.org/
https://www.cisa.gov/sites/default/files/publications/CISA%20Fact%20Sheet%20-%20PSA%20Program%20-%20508c_IAA%20Final.19MAR2020.pdf
https://www.cisa.gov/publication/software-supply-chain-attacks
https://www.cisa.gov/publication/software-supply-chain-attacks
https://www.nerc.com/pa/comp/CAOneStopShop/Joint%20Staff%20White%20Paper%20on%20Supply%20Chain_07312020.pdf
https://www.nerc.com/pa/comp/CAOneStopShop/Joint%20Staff%20White%20Paper%20on%20Supply%20Chain_07312020.pdf
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¶ Civilian Agencies: NIST 800-171 Rev. 2 òProtecting Controlled Unclassified Information 

in Nonfederal Systems and Organizations.ó54  

¶ Defense Industrial Base: Cybersecurity Maturity Model Certification (CMMC).55  

 

As part of resilient power supply chain management, all Level 1-4 critical infrastructure entities 

should follow Section 889, which is part of the Fiscal Year 2019 National Defense Authorization 

Act.56 This includes not procuring certain telecommunications equipment (including video 

surveillance equipment) or services produced by the following covered entities and their 

subsidiaries and a liates without a waiver: 

¶ Huawei Technologies Company  

¶ ZTE Corporation  

¶ Hytera Communications Corporation  

¶ Hangzhou Hikvision Digital Technology Company  

¶ Dahua Technology Company 

 

The Secure Equipment Act of 2021 strengthens Section 889 

mentioned above by stating that that the FCC will not review or 

issue ònew equipment licenses to companies on the FCCõs 

ôCovered Equipment or Services Listõ57 that pose a national 

security threat.ó  

  

Lastly, to help prevent hardware-related supply chain disruptions, ensure that your organization 

maintains enough power system spare parts and consumable maintenance items onsite per the 

òParts, Tools, and Suppliesó under Section 2.4 Operations and Maintenance (O&M) Plan.  

Resources Including Assessment Tools 

Federal agencies should follow NISTõs NISTIR 8170 1 The Cybersecurity Framework 

Implementation Guidance for Federal Agencies. òThis report illustrates eight example 

approaches through which federal agencies can leverage the Cybersecurity Framework to 

address common cybersecurity-related responsibilities.ó58 It is also recommended that critical 

infrastructure operations and many public and private sector organizations follow NISTõs NISTIR 

8170 Cybersecurity Framework Implementation Guidance or an equivalent document. 

 

All Level 2 resilience and higher organizations should assess their cybersecurity vulnerabilities 

using different personnel from the ones responsible for implementing the cybersecurity 

protections. To help with this, CISA offers the òCybersecurity Vulnerability Assessments through 

the Control Systems Security Program (CSSP).ó òThis program provides onsite support to critical 

infrastructure asset owners by assisting them in performing a security self-assessment of their 

enterprise and control system networks against industry accepted standards, policies, and 

procedures.ó For more information about this program and other CISA cybersecurity resources, 

please see https://www.dhs.gov/xlibrary/assets/pso-safeguarding-and-securing-

cyberspace.pdf. Contact CSSP@dhs.gov to request onsite assistance.  

 

High impact cyberattacks should be reported to https://www.us-cert.gov/forms/report. 

Organizations should also consider implementing MITREõs Adversarial Tactics, Techniques, and 

Common Knowledge (ATT&CK) Framework®, which is a globally accessible knowledge base of 

adversary tactics and techniques based on real-world observations.  

The Secure Equipment 

Act prevents new 

equipment licenses to 

companies posing a 

nation security threat. 

 

https://www.congress.gov/bill/117th-congress/house-bill/3919/text
https://csrc.nist.gov/publications/detail/nistir/8170/final
https://csrc.nist.gov/publications/detail/nistir/8170/final
https://www.dhs.gov/xlibrary/assets/pso-safeguarding-and-securing-cyberspace.pdf
https://www.dhs.gov/xlibrary/assets/pso-safeguarding-and-securing-cyberspace.pdf
mailto:CSSP@dhs.gov
https://www.us-cert.gov/forms/report
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Other cybersecurity resources can be found in the document òCyber Resiliency Resources for 

Public Safetyó under Communications and Cyber Resiliency | CISA.59 Although the resource list 

was written for public safety, it is applicable to all critical infrastructure sites. Another resource 

is DOEõs Cybersecurity Capability Maturity Model (C2M2), which addresses the implementation 

and management of cybersecurity practices associated with information technology (IT) and 

operations technology or ICS assets and the environments in which they operate.60 

3.2. Physical Security 

Physical security for backup power and fuel supplies should be incorporated in the critical 

infrastructure facility or site physical security plan and be consistent with the cybersecurity 

policies. Depending upon the organizationõs structure, this may involve the facility manager, the 

chief facility engineer, loss prevention managers, security contractors, risk management 

specialists, local/state/federal law enforcement if applicable, and cybersecurity policy experts. 

The security plan should include security measures that are appropriate for long-term outages 

as well as short-term ones. 

 

Vandalism and theft can become major issues if there is a long-term power outage. Fuel and 

generators can become prized objects during power outages and history has shown that 

desperate people will sometimes use creative and even illegal means to obtain fuel and 

portable generators, particularly when they cannot be obtained via the open market. 

 

Because the power section of the security plan is highly dependent upon the overall security 

precautions, the nearby population (e.g., size, military versus civilian), and the geographical 

characteristics of the site and its surroundings, the physical security plan needs to specify what 

is best for that specific site based upon the risk management plan. At secure sites or if the 

generator and fuel supplies are inside the facility, no special precautions may be needed 

(although flooding could still be an issue). Extra security precautions might also not be required 

where the threat and required resiliency are both low. InfraGard (https://ww w.infragard.org/) 

and your state fusion center can provide advice about the risks. 

 

The below considerations should be covered in the physical security plan, which should also be 

consistent with the cybersecurity plan: 

¶ Resilience level ð The higher the resilience level per Section 1.4, the greater the need 

for physical security. 

¶ Threats ð Conduct a threat assessment working with local enforcement agencies to 

review the probability of damage or theft due to natural or manmade threats. Threats 

include naturally occurring events (e.g., hurricanes, solar weather), vandalism (e.g., 

breaking windows, setting fires), theft, terrorism (e.g., explosives), state actor related 

(e.g., EMP, cybersecurity), and insider threats.  

¶ Existing security ð This includes various protections such as fences, locks, and security 

guards. Natural barriers such as being in a remote area or on an island can also help 

although being next to public land might require additional precautions. 

¶ Vulnerabilities ð Assess the vulnerabilities of the assets to the threats, considering the 

existing security measures already in place or already planned. Note normal operational 

vulnerability and changes in vulnerability during a widespread or long-term power 

outage. For instance, higher fuel prices may increase the threat to fuel supplies making 

large aboveground fuel tanks and fuel deliveries more vulnerable.  

https://www.cisa.gov/publication/communications-resiliency
https://urldefense.us/v3/__https:/www.energy.gov/sites/default/files/2021-07/C2M2*20Version*202.0*20July*202021_508.pdf__;JSUlJQ!!BClRuOV5cvtbuNI!Uz1q8gORqqi0x0FQD2Q-uCsojsIhqlHKCMYvhcky1rghTvzeGfiy9bzCQqzZ0by638uzw7J4lGZrsg$
https://www.infragard.org/
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Based upon the above and the organizationõs resources, the critical infrastructure facility 

manager should select the most appropriate protection measures, including the following: 

¶ Site Location ð When selecting a site for the critical infrastructure, the security risks 

should include implementing the precautions discussed below and the IEMI protections 

covered in Section 4.4 Electromagnetic Interference (EMI).  

o Includes Level 3 Resilient facilities/sites having a secure perimeter to protect 

against IEMI and to reduce the risk of physical attacks.  

o Choosing the best location can also reduce risks associated with the below 

bullets. 

¶ Restricted Access Policies ð Establish restricted access policies to resilient power and 

fuel storage areas so that only authorized personnel have access. Best practices include 

double authentication (e.g., having a badge to get into the facility/site and a key to enter 

the backup generation area) for Level 2 resilience and higher. Restrict asset visibility 

both physically and online by ensuring that resilient power infrastructure cannot be seen 

from outside the facility and that facility details are not on the Internet. 

¶ Physical Security and RF Barriers ð Install fencing and gate access (particularly for Level 

2-4 resilience) or put the generator in a locked, shielded metal container (the fuel 

should also be locked up). A barrier together with installing the generator equipment in 

a shielded metal container can help reduce the threat against both IEMI and drones 

(also called Unmanned Aerial Vehicles [UAVs]). Additional security measures to mitigate 

RF attacks including from drones are covered under Section 4.4 Electromagnetic 

Interference (EMI) (most pertinent to Level 3-4 resilience). 

¶ Monitoring Systems ð Use lighting as well as intrusion detection and monitoring systems 

to better secure the backup/emergency power components and supplies. Remove 

landscaping or other items that restrict monitoring by these systems.  

¶ Protection Against Natural Elements ð Protect the components against wind, flying 

debris, and water. When determining the maximum and minimum weather conditions 

(e.g., temperature, wind, ice, rain, snow) to protect against, assume that a record 

weather event is occurring when the backup power system is most needed. Carefully 

consider that weather extremes may be combined (i.e., extreme heat and flooding, 

extreme cold and wind).  

¶ Flooding -- This is a particular concern in many parts of the country due to the loss of life 

and damage that flooding has caused. The following are best practices: 

o Elevate all electrical components and critical infrastructure above the 500-year 

base flood elevation as encouraged by Facilities Standards (P100) Overview | 

GSA.61 This includes generators, service panels, outlets, etc.  

o For Level 2 resilience sites, it is suggested that the electrical components be 

above the 1000-year base flood elevation. Note: a 1000-year flooding time 

period represents a 5% chance of flooding over a 50-year period so Level 3 and 

4 facilities should elevate the electrical components higher than this. 

o When determining the minimum elevation, account for flooding models that do 

not incorporate all observed and expected changes in land use or changes in 

historical weather patterns (the above only partially accounts for this).  

https://www.gsa.gov/real-estate/design-construction/engineering-and-architecture/facilities-standards-p100-overview
https://www.gsa.gov/real-estate/design-construction/engineering-and-architecture/facilities-standards-p100-overview
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o Water protection should also be extended to protecting against burst pipes, and 

dams or other manmade water barriers being damaged. 

o It is often preferable to be in an area that is not expected to flood rather than 

raising the equipment. This can help reduce vulnerabilities and save costs. The 

FEMA Flood Map Service Center | Welcome!62 Site provides a search by address 

feature for mapping flood hazard information and FEMAõs National Flood Hazard 

Layer (NFHL) Viewer (arcgis.com)63 provides an ArcGIS map. 

 

In addition to following the International Building Code standards, it is recommended that 

CISAõs òThe Risk Management Process for Federal Facilities: An Interagency Security Committee 

Standardó64 be followed. It defines the criteria and processes that those responsible for the 

security of a facility should use to determine its facility security level. 

 

Further, the ANSI/APCO Public Safety Grade Site Hardening Requirements65 technical standard 

should be consulted. Threats discussed in the document include seismic events, wildfires, 

flooding, wind, ice storms, grid events, and geographical specific events. It covers when and 

how to use fencing, gates, and signs to improve physical security. General recommendations 

include burying or encasing fuel tanks in concrete materials and limiting access to the onsite 

generator.  

 

For any critical infrastructure organization considering a nuclear SMR reactor in its future plans, 

the May 2014 NRC document Physical Security Best Practices for the Protection of Risk-

Significant Radioactive Material (NUREG-2166)66 should be reviewed. This NRC document may 

also help Level 3 and 4 Resiliency site managers and even Level 2 site managers improve 

overall site physical security.  

https://msc.fema.gov/portal/home
https://hazards-fema.maps.arcgis.com/apps/webappviewer/index.html?id=8b0adb51996444d4879338b5529aa9cd
https://hazards-fema.maps.arcgis.com/apps/webappviewer/index.html?id=8b0adb51996444d4879338b5529aa9cd
https://www.apcointl.org/standards/standards-to-download/
https://www.nrc.gov/docs/ML1415/ML14150A382.pdf
https://www.nrc.gov/docs/ML1415/ML14150A382.pdf
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4. ELECTROMAGNETIC (EM) SECURITY 

Target Audience: 

¶ Executives, Continuity & Planning: Browse 

¶ Power Management/Engineering, Telecommunications and IT Installation: Read all 

¶ Cybersecurity: Browse, Read 4.4 

¶ Physical Security: Read 4.4 

 

This chapter provides an overview and high-level mitigation best practices against 

electromagnetic (EM) threats for critical infrastructure stakeholders excluding energy-related 

utility companies (as per the Scope). In particular, it covers the following: 

¶ Section 4.1 E1 High-Altitude EM Pulse (HEMP) 

ð This broadband field pulse induces 

abnormally high voltages and currents on 

short cables, antennas, and long lines.  The 

fast-rising EM pulse (EMP) can travel through 

lightning surge protection devices (SPDs) 

before the surge protection has time to 

activate. Todayõs electronics are much more 

sensitive than in 1962 when power and 

communication systems were disrupted and 

damaged in Hawaii from a HEMP nighttime 

test event 900 miles away ð see Figure 3.67 

¶ Section 4.2 E2 HEMP and Lightning ð E2 

HEMP induces pulsed voltages and currents on long lines similar to those induced by 

nearby lightning strikes. Long (>1000m) interconnecting cables with no lightning 

protection may need E2 protection. Note: Lightning protection is very important to EM 

security in most parts of the country, but this topic is only briefly discussed since many 

specific lightning standards and handbooks exist. 

¶ Section 4.3 E3 HEMP and Geomagnetic Disturbance (GMD) ð The focus of this section 

is to protect critical infrastructureõs onsite generation sources and related equipment. 

This includes E3 HEMP and Geomagnetic Disturbance (GMD) Mitigations such as 

protecting against E3 HEMP and GMD transformer overheating and harmonics that can 

damage DC power supplies and protections for long cable lines containing metal. 

¶ Section 4.4 Electromagnetic Interference (EMI) and Intentional EMI ð Caused by both 

mobile and stationary high-power EM sources, the effects on systems are similar to E1 

HEMP but at higher frequencies and over much smaller areas.  

 

The 2017 National Security Strategy stated that òthe vulnerability of U.S. critical infrastructure 

to cyber, physical, and electromagnetic attacks means that adversaries could disrupt military 

command and control, banking and þnancial operations, the electrical grid, and means of 

communication.ó68 The severe consequences of the terrorist attacks which took place on 

9/11/2001 and of the Covid -19 global pandemic demonstrate the importance of planning and 

preparedness for low probability events. 

 

This chapter includes more background and theoretical material than provided in other parts of 

the document because EM security tends to be less understood by practitioners than most 

Figure 3. 1962 Starfish Prime HEMP 

impacted electronics with a relatively 

small peak field 

https://www.whitehouse.gov/wp-content/uploads/2017/12/NSS-Final-12-18-2017-0905.pdf
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other topics discussed in this document and there are far fewer referenced resources. The 

background and theory are intended to orient the employee or contractor that will be 

implementing EM security so that they can make better choices to defend against the EM 

threats discussed in this chapter. Lastly, the resilient power timeframe (e.g., three days of onsite 

fuel) discussed under Definition of Resilience Levels is not directly applicable to this chapter 

since EM security typically either protects the equipment or it doesnõt. 

 

Although mitigations presented in this chapter are relevant today, many of these mitigations are 

expected to undergo significant improvements over the next few years given the increased 

focus on these threats. Technology innovations are underway to bring down costs or improve 

the protection against these EM threats. More testing is ongoing or is expected to be conducted 

during the next few years to better understand and mitigate the risk.  

4.1. E1 High-Altitude EM Pulse (HEMP) 

This section starts with the Background and Importance of E1 HEMP Protection followed by the 

E1 HEMP Technical Overview since many readers likely do not understand what HEMP is. 

Subsequently, suggested E1 HEMP Mitigations are covered.  

 

Note: The term EMP is often used interchangeably with HEMP as in the case of the EMP 

Executive Order, but EMP can include other types of nuclear EMP such as Source Region EMP 

(SREMP).69 SREMP is only covered in Appendix C since the impact range is much smaller than 

with HEMP and mitigations against SREMP are generally only recommended for the most critical 

facilities. 

Background and Importance of E1 HEMP Protection 

The need for HEMP protection has increased in importance in recent years, which is part of the 

reason for the 2019 issuance of Presidential Executive Order 13865. It states that an EMP òhas 

the potential to disrupt, degrade, and damage technology and critical infrastructure systems. 

Human-made or naturally occurring EMPs can affect large geographic areas, disrupting 

elements critical to the Nationõs security and economic prosperity, and could adversely affect 

global commerce and stability.ó 

 

HEMP is created when a nuclear weapon is detonated above 30 kilometers (km) (per 

International Electrotechnical Commission (IEC) 61000-2-9, p. 13) and can have continental 

scale impacts, especially if there are multiple high altitude nuclear detonations. Given the 

potential wide-area, long-term debilitation from HEMP with a significant amount of equipment 

damaged or upset, these best practices recommend that all critical infrastructure stakeholders 

consider implementing the mitigations listed in this chapter. Note: the term upset refers to the 

effects to components that causes an interruption, disruption, and degradation of services. 
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E1 HEMP Technical Overview 

The nuclear HEMP attack threat is a 

national security risk and is addressed 

in Executive Order 13865 . E1 HEMP is 

a concern because of its very fast rise 

time (as shown in Figure 4) combined 

with its wide geographical area effects 

and the cascading disruption and 

damage that HEMP from one or a few 

high-altitude bursts.  

 

For the specific E1 HEMP waveform 

that should be used to determine 

whether the siteõs protections are 

adequate or for use in procuring new 

equipment, shielding, and filtering 

including using SPDs (devices that 

suppress line conducted voltages and 

currents), see Table 7 below. There are two HEMP specifications that are particularly applicable: 

radiated and conducted energy. The rise time of the HEMP waveform is calculated as the time 

interval between 10% to 90% of the peak pulse amplitude.  

 

The conducted specification, IEC 61000-2-1070 referenced in Table 7 assumes that the E1 

HEMP field couples efficiently to outdoor conductors (such as cables and wires) with a worst-

case HEMP field polarization (orientation of the electric vector) and angle of incidence to the 

orientation of the conductor. It is also permissible to use MIL-STD-188-125 specifications for 

waveforms on penetrating lines (this is mandatory at some military sites for critical 

systems/areas), which uses a conducted pulse rise time specification of Ò 20 nanoseconds (ns) 

rise time at the point of entry to a building.  

 

Table 7. E1 HEMP Waveform Specifications  

E1 

Transmission 

Environment Specifications*  Protection Considerations 

(for sensitive electronics) 

Radiated 

Waveform (DOE 

Waveform)71 

Line-of-sight 

path to the 

HEMP 

detonation 

source 

¶ 2.5 ns rise time 

¶ 50 ns pulse width 
Protection recommendations 

are provided in the next 

subsection. 

Conducted / 

Induced 

(most damage 

will likely occur 

through 

conducted 

currents) 

(IEC 61000 -2-

10) 

Aboveground  

¶ 10 ns rise time  

¶ 100 ns pulse width 

¶ 4 kilo-amperes (kA) peak current 

worst-case exposure 

SPDs need to be able to 

handle much faster rise 

times than the rise time from 

lightning. 

Belowground 

¶ 25 ns rise time (IEC) 

¶ 500 ns pulse width 

¶ Substantially lower peak current 

than 4 kA 

Installing cables 

underground (versus 

aboveground) can 

substantially lower risks and 

make protection easier. 

Figure 4. Generic HEMP waveform (ref. Meta-R-324) 

https://www.energy.gov/sites/default/files/2021/01/f82/FINAL%20HEMP%20MEMO_1.12.21_508.pdf
https://www.energy.gov/sites/default/files/2021/01/f82/FINAL%20HEMP%20MEMO_1.12.21_508.pdf
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E1 HEMP Mitigations  

Many assume that to protect sensitive electronics against HEMP, MIL-STD-188-125-1 must be 

implemented, which includes costly facility-level shielding and add-ons to existing infrastructure. 

However, most of the best practices in this section range from no additional cost (e.g., ensure a 

good grounding and bonding) to minimal extra cost (e.g., purchase HEMP-rated SPDs). Further, 

some of these HEMP best practices, such as using a flat ground cable instead of a round one, 

are recommended only when there will be a minimal extra implementation cost (e.g., during new 

buildouts and system replacement programs).  

 

This subsection focuses on E1 HEMP mitigation best practices for all resiliency levels, most of 

which are inexpensive or no extra cost to implement if designed into the installation. These 

HEMP mitigations generally will also help against lightning, EMI, and IEMI when a cable is 

attached (tethered) to sensitive electronics and equipment (e.g., control, IT, and 

communications equipment). The mitigations include: 

¶ Lightning and EMI/EM Compatibility (EMC) Protection ð Effective lightning protection is 

a good start to protect against EMP, such as those noted in the Lightning Protection, 

EMP Protection and Grounding section within the ANSI APCO Public Safety Grade Site 

Hardening Requirements.72 Implementing EMI/EMC standards, which are useful to 

protect against lightning, is strongly recommended to help mitigate E1 HEMP effects as 

well. 

¶ EMP-Rated SPDs ð An EMP-rated Surge Protection Devices (SPD) is recommended for 

lines/cables carrying AC power, RF, or data when the lines/cables have the potential to 

pick up significant levels of EMP. Typically if a cable needs to be protected against 

lightning, it needs to be protected against EMP (note: the EMP SPD also will protect 

against lightning). The one exception is if the cable is carrying a timing signal and the 

SPD introduces a variable delay. Ferrites or filters can also help with RF lines (typically 

best to add ferrites near building egress). 

¶ Uninterruptible Power Supply (UPS) ð A double conversion online (preferred) or high-

quality line interactive UPS can be added to an AC circuit and used instead of a 

standalone SPD to eliminate potential HEMP E1 issues (see Section 7.3 UPS Guidance).  

¶ Shielded Cables ð Unless the cable is either non-electrically conductive, very short or 

well protected from EMP, a grounded shielded cable should generally be used to 

prevent EMP voltage/induced current from being conducted onto the cable. Using 

double shielding will effectively eliminate the EMP voltage/current  if the shielding is 

sufficiently grounded. Whether an unshielded cable can be used may be determined if 

the following are known: 

o The maximum length of the cable in any direction (coiled cables are less of a 

concern). 

o The EMP protection/attenuation (in decibels [dB]) of the building/room in which 

the cable is located. 

o Maximum voltage or ampere input that can be handled by the device to which 

the cable is connected. 

o The EMP peak amplitude that needs to be protected against (see the applicable 

EMP standard/guidelines that your organization is using). 

o Note: Shielded cables should have the shield circumferentially bonded and 

grounded at each termination.  

https://www.apcointl.org/standards/standards-to-download/
https://www.apcointl.org/standards/standards-to-download/
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¶ Bury Cables ð Buried cables couple 10-20 dB less E1 energy than non-buried cables. 

¶ Fiber ð Fiber (without metal) cables eliminate EM voltages/currents being conducted 

into the cable. The fiber typically should not contain metal since it can conduct EM 

(note: metal is sometimes added to fiber to distribute power or to improve the cable 

strength). 

¶ Bonding ð Solid bonding is needed to help prevent arcs/sparks due to differential 

voltage and to ensure good ground connections. 

¶ Grounding ð Excellent grounding is needed including high frequency grounding. 

o Follow lightning grounding standards ð see E2 HEMP and Lightning section 

below. 

o Use wide, flat grounding copper or stainless-steel straps (3ó is good, 6ó is better) 

that can carry the higher frequencies from EMP much better than an equivalent 

amount of copper in a round conductor (often used for lightning protection) due 

to the skin effect at higher frequencies. However, connecting equipment ground 

to a metal plate or the buildingõs metallic structure/frame is even better.  

o A thicker flat grounding strap (e.g., 0.085ó) is likely needed for Earth-ground 

systems due to corrosion, but a thinner grounding strap (e.g., 0.022ó) may be 

preferred where corrosion is less of an issue.  

o Ground the shielding on both ends of shielded cables. 

o Periodically test the ground system impedance as part of the O&M procedures. 

Corrosion of buried ground system components can degrade ground system 

performance over time. 

¶ Spares ð For critical equipment that is inexpensive or at sites needing a high level of 

resiliency, spares should be procured and maintained. Storing spares can also be a 

much lower cost alternative to hardening. 

¶ EM Interference (EMI) and Electromagnetic Compatibility (EMC) Standards ð Each site 

should procure electronic equipment that meet EMI/EMC standards, including meeting 

IEC/EN 55035 , which provides EMC immunity requirements (e.g., equipment should 

tolerate at least 3 V/m). 

¶ Facility or Room Shielding ð If feasible, place sensitive, unshielded critical infrastructure 

equipment and cables in inner rooms, the basement, shielded cabinets or closets, or at 

least so that there is no direct line-of-sight to the sky through any non-metallic structure 

walls/roofs, which generally offer very little EMP protection (concrete is better than most 

windows or wood). Presently, it is not cost effective for most Level 1-3 facilities to add 

room or facility shielding. 

¶ Processes ð Simple process related protections typically should be implemented such 

as: 

o Shunt an antenna to ground or disconnect it when the antenna is not in use.  

o Reduce unintended antennas by smoothing surfaces, eliminating edges, and not 

using long, straight cables.  

o Boot up equipment in a useable state if it is reset. 

o Table 7 E1 HEMP Technical Overview above shows the advantages of burying 

cables to protect against E1 or keeping the cables close to the ground. The 
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impact from the ground will help substantially reduce the pulse rise time and the 

peak voltage, which are the two major issues from E1. 

 

Although there may be some failures from radiated HEMP in 

untethered standalone equipment, this is generally considered 

low risk for most sites assuming that there are not any long, 

unshielded wires within outdoor equipment. However, critical 

sites may need to protect against radiated HEMP particularly 

with outdoor equipment or extremely critical equipment. Level 4 

resilience may also employ other additional mitigations that are 

beyond the scope of this document. These may include Faraday 

cages, add-on EM resistive materials, and metal-lined conductive 

concrete with grounding in the walls/floors/ceilings. Typically, 

these are much less expensive to implement when either 

constructing a new building or making a major renovation versus 

a retrofit simply to add hardening. 

 

For most organizations, the 

above can be implemented as a 

òrolling changeó versus 

discarding existing equipment 

and immediately implementing 

the above but this should be 

based upon your risk 

management plan. For instance, 

when purchasing new SPDs, it is 

recommended that HEMP-rated 

ones be purchased instead of 

ones that are just used for 

lightning protection. A HEMP-

rated SPD will likely cost more 

initially, but some of these SPDs 

do not degrade over time, which 

saves replacement costs and 

ensures protection against 

lighting and HEMP without needing to replace the SPD as frequently as every 1-2 years 

depending upon the location and the number of nearby lightning strikes. It is also expected that 

the cost of these SPDs will decrease with an expanded market share. Some of the other 

recommendations are only suggested for new buildouts for most organizations so that there will 

be minimal additional implementation cost (e.g., when installing large grounding cables in a new 

building, use flat copper cables instead of round ones). Each organizationõs timeframe will be 

different based upon its resilience level, its existing power resiliency solution, its resiliency 

power plans, and available funds. 

 

When applying E1 HEMP mitigations to protective relays, the potential for unintended 

consequences of the mitigation should be considered in the design process and appropriate 

measures taken to ensure that system performance is not adversely affected. As shown in 

Figure 5, the E1 HEMP electric field òis generally most important at frequencies below 300 

MHzó (IEC 61000-2-13, p. 11).  

Figure 5. Frequency ranges of lightning, EMP, and IEMI 

òThe DoD experience 

with facility and weapon 

system hardening 

indicates designed-in 

protection costs are 10 

times lower than retrofit 

protection.ó 

Dr. George H. Baker, 
Microgrids 

-A Watershed Moment 

(2020) 
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Generator E1 HEMP Mitigations 

Procure EMP tested and certified generators if possible. Limited testing of unprotected backup 

generators has shown that E1 HEMP can damage control electronics on some units. Therefore, 

these control electronics should be HEMP protected as discussed above. With respect to the 

actual generator, U.S. government radiated testing of some portable diesel generators revealed 

no problems, but these tests were performed without conductive cables attached and on just a 

limited set of portable generators (most larger sites use fixed generators). EMP certification 

testing of generators by the manufacturer or customer is necessary for confidence in generator 

survivability. Given the need for more testing, the following generator-related protections are 

recommended per resilience level depending on your siteõs risks: 

¶ Level 1 ð If a power cable is left outdoors and permanently attached to a generator, 

either (i) shield the cable or (ii) run the power cable underground or on the ground and 

connect the cable to an SPD prior to connecting it to any important equipment. 

¶ Level 2 ð Use shielded power cables if left permanently attached to the generator. 

¶ Level 3 ð Only use shielded, circumferentially-bonded power cables. Enclose generator 

in an EMP-resilient metal container (common cargo containers as an example) or use an 

EMP tested generator. 

¶ Level 4 ð Shield cables and either apply EM 

shielding around the generator or use EMP-

survivable generator systems that have been 

certified by threat-level tests for critical 

infrastructure applications. Since EMP 

vulnerabilities are primarily caused by 

conducted transients on incoming conducting 

lines, pulse current injection testing on 

generator system shielded cables is essential to 

certify generator survivability. 

4.2. E2 HEMP and Lightning 

Except in areas where lightning is uncommon, a fundamental part of critical infrastructure 

power system designs is good lightning protection. This also protects against HEMP E2 unless 

the line is long as described in Table 8.  

 

Engineering guidelines and standards are readily available for lightning protection. These 

include the following documents, which are recommended for use in achieving lightning 

protection (and are also applicable to E2 HEMP and E1 HEMP in some cases): 

¶ Motorola R56 Standards and Guidelines for Communication Sites73 or other recognized 

grounding standard that provides grounding guidelines for communications sites. 

¶ NFPA Code 780 Standard for the Installation of Lightning Protection Systems74 

coverage includes system installation lightning protection for traditional building 

structures and newer ones such as wind turbines and solar arrays. It is used in many 

parts of the world, including the U.S. 

¶ UL 1449 Standard for Surge Protective Devices (SPDs).75 

Success Story 
 

Some critical infrastructure 

owners use multi-purpose 

modules to protect equipment 

and people against several 

threats including HEMP, lightning 

and IEMI for minimal incremental 

cost versus previous solutions 

without the extra protections. 

https://www.apcointl.org/standards/standards-to-download/
https://www.nfpa.org/codes-and-standards/all-codes-and-standards/list-of-codes-and-standards/detail?code=780
https://standardscatalog.ul.com/ProductDetail.aspx?productId=UL1449
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¶ TM 5-690 GROUNDING AND BONDING IN COMMAND, CONTROL, COMMUNICATIONS, 

COMPUTER, INTELLIGENCE, SURVEILLANCE, AND RECONNAISSANCE (C4ISR) 

FACILITIES 

 

If the site does not have lightning protection since presumably it is in an area where there is 

little or no lightning, protecting against E2 (and E1) HEMP should be added per these best 

practices. One potential difference between lightning and E2 protection is that when a 

conductive cable is run aboveground for more than 1 km, extra surge protection may be needed 

per IEC 61000-2-10 (p. 25) as shown below in Table 8 (see IEC 61000 -2-10, p. 49). This is 

because the E2 field can remain consistent over long distances while a lightning EM field will 

quickly drop off as the distance increases from the lightning strike. 

 

Table 8. E2 HEMP Specifications and Mitigations  

Cable Length 

and Position 

Maximum E2 Conductivity (assumes 

cable is conductive) 

Suggested Mitigations versus 

Standard Lightning Protection 

> 1 km, Buried 

 

¶ Same as at 1 km unless there is very poor 

ground conductivity 

¶ Peak currents vary only with the ground 

conductivity 

No extra surge protection is 

generally required. 

> 10 km, 

Elevated 

¶ With Good Ground Conductivity = 140 A 

¶ With Poor Ground Conductivity = 350 A 

¶ With Very Poor Ground Conductivity (over 

industrial area or polar ice cap76) = 850 A 

¶ Pulse width at half maximum of 693 µs (IEC 

61000 -2-9, p. 31). 

¶ Typically use a heavy-duty 

industrial SPD. 

> 1 km and < 

10 km, 

Elevated 

¶ Approaches above specifications as cable 

length approaches 10 km. 

¶ Use a heavy-duty SPD if > 200 A. 

¶ Can use wall outlet SPD if < 200 A. 

 

4.3. E3 HEMP and GMD  

E3 HEMP is the result of a high-altitude nuclear explosion and GMD is the result of solar flares 

that are followed by coronal mass ejections (CMEs) of charged and magnetized particles into 

space. The probability of an E3 HEMP act of war or terrorist event, which would occur when an 

E1 HEMP event also occurs, is currently being assessed by DHS but is likely to be considered 

low probability. A major solar geomagnetic disturbance (GMD) has a known probability of 10% - 

12% per decade.77 However, either event could cause power grid and communication network 

debilitation over large geographical regions and therefore are national security concerns. 

 

The high-level technical specifications are listed below in Table 9. E3 HEMP and GMD 

Specifications with further discussion in Appendix C subsections E3 HEMP and GMD Technical 

Characteristics and E3 HEMP and GMD Impacts. Because the impact from E3 HEMP and GMD 

events is strictly with long conducting lines (more than 10 km), this section only directly 

addresses the potential harmonics generation caused by E3 HEMP and GMD. If long lines (over 

10 km) with metal are deployed, such as might occur in an archipelago (multiple microgrids 

connected together), a long telecommunications or networking line containing metal, or large 

manufacturing plants that are connected to long power lines, please read Appendix C 

https://www.wbdg.org/FFC/ARMYCOE/COETM/tm_5_690.pdf
https://www.wbdg.org/FFC/ARMYCOE/COETM/tm_5_690.pdf
https://www.wbdg.org/FFC/ARMYCOE/COETM/tm_5_690.pdf


 

47 
 

ADDITIONAL E3 HEMP AND GMD DETAILS. Note: E3 EMP and GMD can also increase drag on 

very-low-earth-orbit satellites (below 400 km); however, this situation is not within scope of this 

document. 

 

Table 9. E3 HEMP and GMD Specifications 

EM Type Maximum Conductivity (assumes cable is conductive) 

E3 HEMP (DOE 

Waveform) 

¶ Rise time on the order of seconds to 10s of seconds 

¶ Pulse duration on the order of 10 to 100 seconds. 

GMD 

¶ Has a significantly lower maximum radiated field strength than E3 HEMP but 

can extend over a much greater region than a single E3 HEMP event. 

¶ Can have multiple pulse trains lasting for hours to days with individual pulses 

persisting for minutes. 

 

E3 HEMP and Geomagnetic Disturbance (GMD) Mitigations 

To mitigate the AC voltage harmonics issue discussed in Appendix C E3 HEMP and GMD 

Impacts and prevent upsets or damage, the following are generally recommended: 

¶ Implement Harmonics Standards ð To reduce potential harmonics of all types, follow a 

standard such as IEEE 519-2014 ð IEEE Recommended Practice and Requirements for 

Harmonic Control in Electric Power Systems78 or protect the equipment at an individual 

level. 

¶ Install Redundant Switchover Mechanism ð All sites should have a secondary method to 

switchover its power system if the primary automated transfer switch (ATS) fails as 

discussed in Section 6.1 Power Transfer System. This secondary mechanism should not 

have a potential common E3/GMD related failure mode with the primary ATS. For 

instance, having two ATS systems hooked up independently to the electrical grid where 

both are collocated, or both could fail due to an EMP is not fully redundant. 

¶ Add Time Delay if ATS Fails ð If an ATS is damaged or is upset (e.g., reboots 

unexpectedly), the site should remain in island mode either until it is determined why 

the ATS was damaged or upset, or it can be confirmed that no EM stress is still 

occurring (see Section 6.1 Power Transfer System).  

¶ Use EM Resilient UPSes ð See Section 7.3 UPS Guidance for the best UPSes to use, 

such as an online double conversion UPS or a high-quality line interactive UPS with good 

surge suppression and noise filtering that can prevent the harmonics from traveling 

further into the siteõs power system. 

¶ Work with Utility (Level 3 or 4 Resilience) ð Consider working with the utility company to 

ensure that the utilityõs distribution system will not introduce or pass harmonics into the 

siteõs power system and to understand how long it might take to perform a black start 

under worst case conditions if an excessive number of transformers are lost. Note: Per 

TPL-007-4, NERC requires all power companies to have implemented corrective action 

plans no later than the end of 2028 to address a 100-year GMD event. However, these 

protection levels may not be sufficient since they are based upon an outdated 1D Earth 

model and not on the latest 3D GMD calculations and magneteulliric (MT) survey data. 

https://www.energy.gov/sites/default/files/2021/01/f82/FINAL%20HEMP%20MEMO_1.12.21_508.pdf
https://www.energy.gov/sites/default/files/2021/01/f82/FINAL%20HEMP%20MEMO_1.12.21_508.pdf
https://standards.ieee.org/standard/519-2014.html
https://standards.ieee.org/standard/519-2014.html
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¶ Protect Onsite Transformers (typically only applicable to large campuses) ð Campuses 

with high voltage transformers on site that are connected to long power lines (at least 

over 10 km) should consider working with their utility provider or their electrical 

contractor to protect the transformer. This may include adding modest low levels of 

additional resistance at the transformer neutral. This low-cost additional resistance can 

reduce GMD currents that otherwise have the potential to damage transformer windings 

(usually at the lower voltage end) or that could cause harmonic distortion, vibration, or 

other damage.  

¶ Prepare HEMP and GMD Action Plans ð Create operational procedures to minimize the 

impact and recovery time from the effects of HEMP or GMD after receiving notification 

of a potential or imminent GMD or HEMP event from a reputable source (e.g., Space 

Weather Prediction Center, FEMAõs National Public Warning System) or from a nuclear 

event detector. These procedures should include when to switch to island mode to 

prevent potential harmonics from entering the critical infrastructure power system and 

include restoration procedures. 
 

A low pass filter that passes 60 Hz but filters 120 Hz and higher can eliminate the AC voltage 

harmonics issue. This approach works well for communication lines but is difficult to implement 

on power lines. Allowing 60 Hz AC to pass while eliminating 120 Hz or 180 Hz harmonics is 

difficult to impossible with todayõs technologies.  

 

Because local enterprise power systems do not use long line infrastructure unless an 

archipelago is implemented (multiple connected microgrids and control networks), E3 and GMD 

will likely not damage a siteõs independent power system when in island mode except under 

extenuating circumstances assuming that the power equipment is in reasonable shape. Even 

microgrids that are implemented on large campuses (up to several miles long) are unlikely to be 

damaged by E3 and GMD when disconnected from the grid although HEMP E1 can damage or 

upset equipment as discussed in the previous section.  

4.4. Electromagnetic Interference (EMI) and Intentional EMI (IEMI) 

With more and more wireless transmitters together with improvements in technology enabling 

higher power attacks with smaller, mobile devices, both EMI and IEMI are becoming bigger 

potential issues. For instance, òdevices that can be used as [Radio Frequency Weapons] RFWs 

have unintentionally caused aircraft crashes and near-crashes, pipeline explosions, large gas 

spills, computer damage, medical equipment malfunctions, vehicle malfunctions such as severe 

braking problems, weapons pre-ignition and explosions, and public water system malfunctions 

that nearly caused flooding.ó RFWs have also been used intentionally to òdefeat security 

systems, commit robberies, disable police communications, induce fires, and disrupt banking 

computers.ó79  

 

Although EMI and IEMI are very localized compared to HEMP, their field peak power levels can 

be much higher than with the HEMP EM fields. Plus, both EMI and IEMI often involve broadband 

or narrowband sources that typically operate at much higher frequencies (up to 10 GHz or 

higher), particularly with the IEMI sources. The limited range of IEMI sources can be partially 

overcome by mounting them on UAVs. In addition to the EM sourceõs duration, bandwidth, and 

pulse repetition, the coupled energy from an EMI or IEMI into a device or system is dependent 

on the following:  

¶ The distance between the EM source and the target 

https://www.swpc.noaa.gov/
https://www.swpc.noaa.gov/
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¶ The susceptibility of the electronics and the system to the source EM field 

¶ The propagation loss including the attenuation properties of intervening 

barriers/shielding.  

 

Both cybersecurity and physical security personnel need to understand their role in protecting 

against these EM spectrum attacks partially since IEMI may be used in combination with 

physical and cyberattacks. 

 

To be resilient against EMI and IEMI, at-risk critical infrastructure sites should implement the 

below best practices including those listed in Table 10. Most of these best practices for Levels 

1-3 typically should be implemented to protect against physical, HEMP, or EMI threats so the 

cost to defend specifically against IEMI is often very minimal. 

¶ E1 HEMP Protection ð Implement the E1 HEMP best practices noted earlier in this 

chapter, which add progressively increased protection for each resilience level, is one of 

the first steps to help protect against both EMI and IEMI.  

o Procure electronic equipment that meet EMI standards, such as IEC/EN 55035 

òElectromagnetic compatibility of multimedia equipment ð Immunity 

requirementsó (equipment should tolerate at least 3 V/m) to protect against 

IEMI frequencies that can be up to or even beyond 10 GHz, which is significantly 

higher in frequency than E1 HEMP. While adhering to such standards will help 

ensure good engineering practices from an EMI perspective, the very low electric 

field levels associated with these standards means that, where feasible, efforts 

should be undertaken to reduce the potential incident field levels caused by 

IEMI using local EM shielding techniques. 

o If HEMP shielding is installed, extend the shielding frequency domain 

effectiveness up to 10 GHz and protect against repetitive pulse or continuous 

wave attacks. 

¶ Telecommunications Resiliency ð All critical infrastructure facilities can gain IEMI and 

EMI protection against jamming and equipment disruptions by implementing Section 

2.5 Telecommunications, which includes each site having multiple communications 

capabilities. Also, see the CISA Radio Frequency Interference Best Practices 

Guidebook80, which is also included in the òJammingó cloud in CISAõs Public Safety 

Toolkit (see Figure 6 below). 

¶ IEC 61000 -2-13, High Power Electromagnetic (HPEM) Environments, Radiated and 

Conducted. 

 

https://www.cisa.gov/publication/communications-resiliency
https://www.cisa.gov/publication/communications-resiliency
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Figure 6. CISA's Public Safety Resiliency Toolkit 

 

Because IEMI is typically limited to either damaging or upsetting equipment at a single nearby 

site or jamming the wireless communications in a localized area (e.g., within part of a city), 

implementing IEMI protections beyond the above recommendations is probably not cost 

effective for most Level 1 resilience facilities. Note: The amount of protection against IEMI that 

needs to be implemented is also dependent upon how much downtime the site can endure 

since IEMI attacks that do not damage equipment can be thwarted given enough time to detect, 

locate, and stop the attack.  

 

Table 10. EMI/IEMI Protection Recommendations for Critical Sensitive Equipment 

Resilience  Recommended Protections 

Level 1 Follow the best practices listed previously in this section. 

Level 2 

Level 1 protections plus: 

¶ Implement at least a small secure perimeter as discussed in Section 3.2 

Physical Security or add EM barriers such as metal enclosures, thin film wall 

liners, or conductive window treatments between a potential EMI/IEMI source 

and critical equipment. 

¶ Sensors should use wired communications or IEMI-resistant wireless. 
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Resilience  Recommended Protections 

Level 3 

Level 2 protections plus: 

¶ If only a small secure perimeter is implemented, the critical electronics should 

be shielded. 

¶ Protect against jamming and potential RFW accidents and attacks that may 

damage or disrupt the readings of a critical sensor. 

¶ Broadband RF detectors are helpful to alert operators to the presence of 

abnormal EM fields. 

¶ Implement at least some aspects of the CISA publication òProtecting Against the 

Threat of Unmanned Aircraft Systems (UAS)ó including posting signs that UAVs 

are not allowed. 

¶ Use the above protections and others if needed to protect against IEMI attacks 

at higher frequencies including either using SPDs that can mitigate multiple 

pulses or storing spare SPDs. 

Level 4 

Level 3 protections plus: 

¶ Implement a large secure perimeter. 

¶ Protect against unknown vehicles and drones that might either contain a 

powerful RF Weapon (for example, see Boeing: CHAMP ð Lights Out81 where a 

cruise missile emitted bursts of high-powered energy and disrupted rows of 

computers inside a building) or could conduct a physical attack.  

¶ Follow the recommendations in the CISA publication òProtecting Against the 

Threat of Unmanned Aircraft Systems (UAS)ó (November 2020). 

¶ Perform an EM spectrum audit of the facility using available geospatial and 

terrain data to determine the most likely approaches for IEMI threats to the 

facility.  

¶ Based upon the EM spectrum audit and worst-case threat assessment model 

(including existing barriers), install EM spectrum shielding to protect equipment 

and cables, move equipment to better shielded areas, and bury cables 

underground. 

¶ Broadband RF detectors should be deployed to alert operators to the presence 

of abnormal EM fields. 

 

If an organization uncovers an RF Weapon or IEMI attack, it should immediately notify law 

enforcement. People should avoid being in the path of an RF Weaponõs EM field since 

exposures can create damaging thermal effects in body tissues.  

 

 

http://www.boeing.com/features/2012/10/bds-champ-10-22-12.page
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5. GENERATORS AND FUEL  

Target Audience: 

¶ Power Management/Engineering: Read all 

¶ Continuity & Planning: Browse/Read  

 

This chapter covers the types of primary independent power generation systems that most 

critical infrastructure organizations will use. More specifically, it discusses generators running 

on liquid fuel (i.e., diesel, gasoline) or gas (i.e., natural gas, propane) and is broken up into the 

following sections: 

¶ Section 5.1 Diesel and Gas Generator Overview  

¶ Section 5.2 Diesel versus Natural Gas/Propane Comparison  

¶ Section 5.3 Fuel and Generator Maintenance Procedures  

¶ Section 5.4 Diesel and Natural Gas/Propane Fuel Deliveries  

¶ Section 5.5 Emergency Generator Deliveries and Mobile Power 

 

Per the National Communications Systemõs February 2009 òLong-Term Outage (LTO) Study (p. 

ES-3)ó, òstandard diesel or natural gas-fueled generation systems will not meet the 

requirements necessary to sustain operations during an LTO once the supply chain is extended 

to a critical length, and equipment that was sized for STOs [short-term outages] begins to break 

down.ó Thus, the optimal solution may be to procure multiple smaller generation sources rather 

than buy one large generator, particularly if the siteõs power load can be prioritized and 

segmented. In this case, it is recommended that each generation source be capable of meeting 

the most critical power load and with the combined generation power capable of meeting the 

entire non-segmented load that needs to be backed up.  

 

The above concept can also be thought of using the N+1 concept. òNó is the minimum number 

of generators needed to meet the most critical power load and the ò+1ó generator is used if one 

of the òNó generators fails or if additional generator capacity is needed to power loads outside 

of the most critical ones. N+2 is like N+1 but has two redundant generators in case two 

generators fail.  

 

Implementing different types of generators (e.g., natural gas and diesel) is strongly 

recommended for Level 3 and Level 4 resilience to improve fuel diversity. The control 

electronics can adapt to the different engine response times and successfully load share. 

 

Note: The material below does not provide low level design and installation guidelines, such as 

how to install a generator or the ventilation required. It is recommended that other documents 

be reviewed for those guidelines, such as (i) IEEE Standard 446-1995 IEEE Recommended 

Practice for Emergency and Standby Power Systems for Industrial and Commercial 

Applications, (ii) NFPA 37 ð Installation and Use of Stationary Combustion Engines and Gas 

Turbines, and (iii) NFPA 110 ð Standard for Emergency and Standby Power Systems. 

5.1. Diesel and Gas Generator Overview  

Generators convert mechanical energy generated by the engine into electricity using an 

alternator. There are four types of generators per ISO 8528-1 òReciprocating internal 
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combustion engine driven alternating current generating sets ð Part 1: Application, ratings and 

performanceó that can be used for backup/emergency power as well as some that can be for 

continuous power by non-utility entities. These are summarized in Table 11. The generator 

ratings assume that proper maintenance is performed although the number of continuous 

hours of operation can be extended on some units with certain accessories such as advanced 

oil management systems.  

Table 11. ISO 8528 Generator Ratings82 

Rating Definition Summary Comments 

Emergency 

Standby 

Power 

¶ Up to an average of 200 hours 

of operation per year. 

¶ Permissible average power 

output over 24 hours of 

operation shall not exceed 70% 

of the power rating. 

¶ Due to the limited number of operational hours, 

it is generally more suitable for Level 1 and 2 

resilience than for higher levels of resilience.  

¶ Considered acceptable for Level 2 since 200 

hours is sufficient to run for one week. 

¶ Manufacturer maintenance intervals must be 

respected. 

Limited Time 

Running 

Power 

¶ Up to 500 hours of operation 

per year. 

 

¶ This can be used for peak shaving to save 

power costs and it can help turnover the fuel to 

ensure that the quality of the fuel is 

maintained. 

¶ Suitable for Level 1 and 2 resilience. 

¶ Check with manufacturer if generator could run 

continuously per your requirements (e.g., 30 

days on rare occasions) to meet Level 3 

resilience requirements (how often the air filter 

must be changed is dependent upon local 

conditions). 

Prime 

Running 

Power 

¶ Unlimited number of operating 

hours per year. 

¶ Permissible average power 

output over 24 hours of 

operation shall not exceed 70% 

of the power rating. 

¶ Suitable for Levels 3 and 4 resilience as well as 

lower levels of resilience. 

¶ Diesel generators suitable for continuous 

operations as well as most natural gas 

generators are significantly more reliable than 

standby generators.83 

Continuous 

Operating 

Power 

¶ Unlimited number of operating 

hours per year. 

¶ Typically has a high load factor. 

¶ Operating a generator at light loads for 

extended periods of time reduces the efficiency 

of the power system and creates maintenance 

issues due to wet stacking (operating under 

50% rated capacity).84 

 

Generators are becoming more and more important to ensure the nationõs continuity when the 

electric power grid is disrupted. Diesel is the most common type of generator for 

backup/emergency power purposes followed by natural gas. 

Diesel Generators 

The global diesel generator market size is expected to increase at a CAGR of 4% from $16 B as 

of 2018 to $21 B by the end of 2025. Diesel is the most popular independent power generation 

option deployed largely because of several major advantages: 

¶ Low cost ð Diesel generators tend to be the least expensive at least for larger loads.  






















































































































































































